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Abstract

Software agents have been successfully used in a vast range of applications. Agents have
been gradually designed to act in open environments and to manage their cooperative and
competitive interactions with other agents present in their environment. In a Multi-agent
System (MAS), involving different agents operating individually to meet their design goals,
conflict will be inevitable — it is not necessarily bad or good, but it is inevitable. Conflict is
the focal point of interaction, i.e. the driving force of negotiation. Furthermore, conflict is
the element that connects the individual and social behavior of agents.

Software tools based on intelligent agents with negotiating capabilities have became im-
portant and pervasive. Particularly, there is a growing demand to develop MAS featuring bi-
lateral contracts in liberalized Electricity Markets (EMs). This dissertation addresses, at least
in part, this challenge by presenting the computational tool NSEM — Negotiation Simulator
for Electricity Markets. NSEM features Belief-Desire-Intention agents able to effectively
plan actions, manage conflicts, and trade proposals to reach mutually beneficial agreements.

NSEM focuses on the preliminary activities that should come before negotiation, usually
referred to as prenegotiation. These activities include the definition of the issues at stake,
their prioritization, and the selection of an appropriate protocol and effective strategies. This
dissertation presents details of NSEM’s implementation and test. NSEM was developed with
the JAVA programming language and the JADE platform. Its test was performed by using a
case study, featuring prenegotiation and actual negotiation of bilateral contracts in liberalized
EMs.

Keywords

Autonomous Agents; Conflict of Interests; Automated Negotiation; Prenegotiation; Elec-
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Resumo

A tecnologia baseada em agentes computacionais autonomos tem vindo a ser utilizada
com sucesso numa vasta gama de aplicagdes. Num Sistema Multi-agente (SMA), composto
por diversos agentes atuando individualmente para alcancar os seus objectivos de projecto,
os conflitos sdo inevitaveis. Os conflitos constituem o elemento que liga 0 comportamento
individual e social dos agentes, sendo normalmente a for¢ca motriz da negociacao.

O desenvolvimento de agentes com capacidade negocial sofreu avangos significativos
ao longo dos ultimos anos. Estes agentes apresentam diversas vantagens relativamente aos
negociadores humanos, sendo de real¢ar a capacidade de obterem acordos benéficos para
todas as partes envolvidas na negociacdo. Nesta perspectiva, salienta-se a procura crescente
de SMASs para simular a contratacdo bilateral de energia em mercados liberalizados.

Esta dissertacdo tenta responder a este desafio através do desenvolvimento da ferramenta
computacional NSEM: “Negotiation Simulator for Electricity Markets”. NSEM permite criar
agentes constituidos pelas atitudes mentais de crenca, desejo e intencdo, capazes de planear
acoes de forma efectiva, gerir conflitos, e negociar acordos mutualmente beneficidveis.

NSEM coloca a €nfase no conjunto de atividades preliminares a realizar antes da negociagao,
referido usualmente como pré-negociacdo. Estas atividades incluem a defini¢ao dos itens
a negociar, as suas prioridades, a escolha de um protocolo apropriado, e a selecdo de es-
tratégias efetivas. Esta dissertacdo apresenta detalhes da implementacao e teste do NSEM. A
implementacdo foi efetuada através do Java e do JADE. O teste foi realizado através do de-
senvolvimento de um caso de estudo referente a contratacdo bilateral de energia em mercados

de eletricidade liberalizados.

Palavras Chave

Agentes Autonomos; Conflito de interesses; Negociacdo automdtica; Pré-negociacao;
Mercado de Eletricidade
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1.1 Background

Software agents, also known as intelligent agents, have been successfully used in a vast
range of applications. From industrial to medical, they have changed the way developers ap-
proach software design. In the last few years, agents have begun to gradually be designed to
act in open environments, with incomplete and uncertain information, limited resources, and
able to manage their cooperative and competitive interactions with the other agents. The key-
word became “interaction”— between an agent and its environment, between agents operating
in the same environment, or even between agents and humans [[I].

Industrial applications were the first type of applications to exploit the features of soft-
ware agents, using them in process management, telecommunications, air traffic control and
transportation. There are also numerous commercial applications, ranging from informa-
tion management and electronic commerce, to business process management. Regarding the
medical field, software agents are found in patient monitoring applications, generic medical
treatments, and in many others life-depending applications.

Multi-agent Systems (MAS) are systems composed of multiple agents that interact to
solve problems that are beyond the individual capabilities of each agent. They offer modular-
ity. Accordingly, if a problem domain is particularly complex, large, or unpredictable, a good
way to solve it is to develop a number of agents functionally specific to solve particular prob-
lems present in that problem domain [?]. An area that reflects these problems, and can benefit
from a Multi-agent System (MAX) approach is the liberalized Electricity Market (EM).

Generally speaking, the electricity sector has four large areas of activity: production,
transportation, distribution and commercialization. The electricity is generated in power
plants and transported in high voltage through a transmission grid to electric substations near
residential areas, or other demand areas, where it is commercialized. The liberalized EM, in-
troduced in the 1980s in some countries, transformed what was a monopoly into a sector with
the functions of electricity production and commercialization separated from the functions of
transportation and distribution. This detachment created two markets, a wholesale market,
where diverse producers competitively sell electricity to retailers, and a retail market, where
retailers competitively resell the electricity to end consumers. Accordingly, this considers a
MAT involving the following types of agents:

1. Producers or generators, which represent generation companies that sell electricity to a
wholesale market;

2. Retailers or suppliers, representing retail companies that buy electricity from a whole-
sale market and sell it in a retail market;

3. Consumers or clients, which represent end consumers that buy electricity in a retail

market.



Commercialization of electricity in the EM may be performed in pools, by bilateral con-
tracts, or through hybrid models (involving aspects of pools and bilateral contracts). Pool
markets are a form of auction, where participants can send bids to sell and buy electricity,
for a certain period of time, to an entity referred to as market operator, who in turn analyzes
all the bids submitted and calculates a market price that must be followed by all participants.
On the other hand, bilateral contracts involve basically the negotiation of prices, volumes,
periods, among other possible issues, between two traders.

Multi-agent systems allow for simulation and analysis of real-life complex systems. The
agent-based view provides tools and techniques that can assist the construction, implementa-
tion and study of both small and large computer systems [3]. Conceptually, a MAN presents
itself as a good way to represent distributed domains such as the EM, and to simulate the
interactions and dynamics between the different entities participating in it. However, when
the information and/or control is distributed as it is in a MAS, a set of problems are raised

related to the design and effective operation of the system, such as [3, &]:

1. The design problem — how to formulate, describe, decompose, and allocate problems

and synthesize results among a group of intelligent agents?

2. The coordination problem — how to ensure that agents act coherently in making de-
cisions or taking action, accommodating the non-local effects of local decisions and

avoiding harmful interactions?

3. The discord problem — How to recognize and reconcile disparate viewpoints and con-

flicting intentions among a collection of agents trying to coordinate their actions?

The design problem is related to the domain in which the agents operate, how that domain
is represented, and how the domain problems are addressed. In this dissertation, the domain
is the liberalized EM, in particular, the commercialization of electricity through bilateral
contracts.

The coordination and discord problems are related to the way agents react to social con-
flicts, because in a world with multiple agents, each trying to meet its objectives in an au-
tonomous manner, conflicts will inevitably surface. These conflicts can be resolved through
negotiation.

Negotiation is an important form of social interaction, composed of different phases (and
processes), notably prenegotiation, actual negotiation, and deal execution. Prenegotiation is
the main focus of the work in this dissertation. It involves mainly the construction of a plan
accounting for the activities that negotiators should attend to before the negotiation process

begins. Typically, these activities include:
1. Defining the negotiation issues, i.e. the negotiation agenda;

2. Defining targets and limits for each issue;



3. Selecting an appropriate protocol;

4. Selecting a negotiation strategy.

1.2 Motivation and Research Questions

The research of autonomous agents with negotiating capabilities has increased over the
last years. Generally speaking, researchers have adopted two distinct approaches to the design

of the agents [5]:

Theoretical or Formal — based on agent specification; involves the development of formal
models of autonomous agents with negotiating capabilities, which typically are not

associated to any computational system;

Practical or Computational — based on agent implementation; involves the development
of computational models and their experimental validation; these models define data
structures, the processes that manage those structures, and the flow of information be-

tween various Pprocesses;

This dissertation adopts a practical approach. In the last years, a number of software tools
based on intelligent agents with negotiating capabilities have been introduced to model liber-
alized markets. However, in spite of the capabilities and versatility of existing systems, most
of them are limited to particular domains and specific types of agents. Presently, there is a
growing demand to develop IMAS featuring bilateral contracts in EMS.

When considering the aforementioned negotiation systems, it’s clear where the research
focus has been put on, namely on the negotiation process itself, i.e. the attempt to acquire a
favorable agreement. The preliminary activities that precede the negotiation, i.e. the prene-
gotiation process, have not received much attention [£].

As mentioned above in section [LT], negotiation has its foundation on social conflict. How-
ever, most existing computational models and frameworks do not consider the origins, causes
and motivations of conflict. Furthermore, it is legitimate to create a generic negotiation model
that ignores a specific agent architecture, i.e. an agent that emphasizes the social behavior
while ignoring the individual behavior. This allows for the latter integration of many types of

agent’s architectures, but raises the question on how to integrate them:

1. How to integrate an autonomous agent’s individual behavior (in particular, the capa-

bility to plan actions) with its social behavior (the capability to negotiate contracts) ?

The key for a successful negotiation is in the planning and preparation that precedes the
negotiation. This is in accordance with successful human negotiators. While persuasive ar-

guments, astute communications skills, and clever maneuvers may be important, they do not

4



overcome the disadvantages brought on by bad planning and preparation. The foundation for
success is in the preparation and planning realized before the negotiation itself [6]. Accord-

ingly, we highlight the following question:

2. Successful human negotiators often consider prenegotiation, i.e. planning and prepa-
ration for negotiation, a crucial factor for a successful negotiation outcome. How to develop

software agents able to effectively plan and prepare for a negotiation?

Existing EM simulators include agents with limited capabilities in planning for negotia-
tion. The focus is on to the negotiation process. Little attention is given to the identification
of the negotiation issues and the resulting negotiation agenda [f]. In this dissertation, the aim
is to create agents capable of preparing (efficiently) for negotiation, and to equip them with
social aspects, applying the Java programming language and the Java Agent Development
Framework (TADE) platform . We highlight the following issue:

3. How to develop software agents capable of negotiating bilateral contracts in the [EM,

with prenegotiation on its foundation?

1.3 Objectives

The main objectives of this dissertation are detailed as follows:

1. To develop a simplified EM, composed of autonomous agents representing electricity

producers, retailers and end consumers; the focus will be on the retail market;

2. To implement simplified Belief-Desire-Intention (BIDI) agents capable of creating plans
to meet their design objectives; furthermore, the agents should be able to detect con-

flicts involving other agents present in the environment;

3. Implement autonomous agents with the capabilitiy to negotiate bilateral contracts; in
particular, the dissertation focuses on the development of agents capable to effectively
plan for negotiation (prenegotiation) and able to exchange negotiation proposals and

counterproposals in an iterative way;

4. To develop and implement a case study relative to a retail market, involving negotiation
through bilateral contracts, between a retail representative and a electricity consumer,

and focusing on the negotiation preparation.

IThis work was performed under the project MAN-REM: Multi-agent Negotiation and Risk Management
in Electricity Markets (FCOMP-01-0124-FEDER-020397), and supported by both FEDER and National funds
through the program “COMPETE—Programa Operacional Tematico Factores de Competividade.



Individual Behavior Social Behavior

Conflict

(e.g., Planning) (e.g., Negotiation)

Figure 1.1: Conflict as the foundation for the Individual-Social behavior connection

All the objectives above are accomplished by utilizing the tools and techniques of MASs.
Furthermore, the approach adopted in this dissertation is shown in figure [T: the conflict, as

the key concept, will tie-in individual and social aspects of an agent behaviors.

1.4 Structure

This dissertation is composed by six chapters and two appendices:

1. A succinct introduction to the background of this dissertation, the motivation, and the

main objectives.

2. The State of the Art. In this chapter, crucial topics are discussed as they were presented
previously in existing publications. It starts with an attempt to find different definitions
of autonomous agents, a discussion of their properties and environments. The various
types of agents are shortly described, including the BDI architecture, that will be fea-
tured in the developed system. Conflict of interests is then presented from the point of
view of five authors with different approaches, including the one adopted in the disser-
tation. Next, the different facets of negotiation are described, its different properties
and processes, and the possible agent development approaches. The EM’s composition
is elaborated on and its liberalization contextualized. Various existing simulators for
the EM are detailed and analyzed side by side. To end the chapter, some platforms
capable of assisting MAS development are described.

3. The third chapter will share some topics with the previous chapter, but now the concepts
are described as they were implemented in the developed system. It starts with an in
depth description of the agent’s architecture, notably, the plan generation process. It
is followed by a definition of conflict, how it is implemented and how it relates to the
overall system. The chapter concludes by detailing the various steps that need to be

taken in order to model the prenegotiation and execute the negotiation.



. The fourth chapter, we present a more technical look at the simulator developed, Negotiation
Simulator for the Energy Market (NSEM)), and its implementation. The flow of exe-
cution for each main agent type is presented, their protocols for communication are
detailed, and a small simulator walkthrough is done for an easier user experience, us-

ing the Graphical User Interface (GII).

. A case study using NSEM that considers the prenegotiation and actual negotiation pro-

cesses, in a retail market of the EM.

. The conclusions. It includes a summation of the work performed in this dissertation,
a discussion of the objectives reached, the dissertation’s contributions, and suggestions

for future work.
. The first appendix presents a few methods from NSEM in the Java language.

. The second appendix presents partial data files from NSEM, in Extensible Markup
Language (XMTJ).
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2.1 Autonomous Agents

There is no universal consensus for the definition of the term “agent”, but it is widely
accepted that autonomy is at its core. Wooldridge [7] presents an adapted version of a pre-
existing definition for an agent: “An Agent is a computer system that is situated in some
environment, and that is capable of autonomous action in this environment in order to meet

its design objectives”.

Agent

5ensor action
Input output

Environment

Figure 2.1: An agent interacting with and environment

Another definition, presented by Russel and Norvig [R], and illustrated in figure D11, is
as follows: ”An agent is anything that can be viewed as perceiving its environment through
sensors and acting upon that environment through actuators.”.

Jennings and Wooldridge [9] distinguishes two usages for the term agent. The first being
weak and relatively uncontentious, and the second strong and potentially more contentious.
The week notion is used to describe hardware or software that denotes the following proper-

ties:

Autonomy: agents operate without direct intervention, human or other, and have some

kind of control over their actions and internal state;

e Social ability: agents exhibit some kind of language, which can be used to interact with

other agents and possibly humans;

e Reactivity: agents perceive their environment and use the perceived information to

respond in a timely manner to changes that occur in that environment;

e Pro-activeness: agents do not simply act in response to their environment, they are able

to exhibit goal-directed behavior by taking the initiative.
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The strong notion of agency is utilized by some researchers to denote an agent that shows
the proprieties described above, and is also implemented using mental attitudes that are gen-
erally associated with humans, like knowledge, belief, intention and obligation.

The literature commonly distinguishes different types of agents, notably [9]: (i) purely
reactive agents, (ii) deliberative agents, (iii) hybrid agents, and (iv) bdi agents. A brief

description of each type follows.

Purely Reactive Agents

Purely reactive agents decide what actions to take without taking into account their his-
tory. They base the decision making process only on the present. Putting it simply, they just

react to changes that occur in the environment. This process is represented as follows [[Z]:

action : S— A

where:
(i) S={s1,s2,...} is a set of environment states,
(ii) A= {ay,az,...} aset of actions.
Deliberative Agents

These agents feature an explicit symbolic model of the environment where they operate
in. As illustrated in figure 7, for each new data perception, an agent updates its information
about the environment, and plans the actions necessary to meet its design objectives based on

that information.

Agent

perception %[ planning ]J,- action

Sensar action
Input output

Environment

Figure 2.2: The innerworks of a deliberative agent
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BDI Agents

Belief-Desire-Intention (BDI) architectures have their roots on the practical reasoning
[T0], which is a process founded in the philosophical realms denoting the importance of
continuously deciding which actions to perform towards achieving predefined goals. The

process itself requires two sub-processes|[[Z]:
e deliberation: deciding what goals we, as humans, want to achieve;
e means-ends: determining how to achieve these goals.

This process is adopted by BIDDI agents, which have been successfully applied to various
applications [IT]. The decision process begins by identifying what options are available.
After having this set of options, also known as alternatives, agents must commit to some of
them, which are referred to as intentions. For each intention, agents should make a reasonable

attempt to achieve it. This means [[Z]:

e Agents must carry out a course of action that they believe will lead to a path that will

satisfy an intention;

e Agents will not entertain options that are inconsistent with previously adopted inten-

tions;

e Agents have to persist with an adopted intention and attempt to achieve it; however, if

it becomes clear that they will never achieve it, they should drop it;

e [f the reason for having an intention disappears, the intention should be dropped;

If agents adopt an intention, they must believe there is a good chance to achieve it.

It is clear that sometimes agents should drop an intention, making it worthwhile to stop
and reconsider the adopted plans. The key issue is when should an agent stop to reconsider
adopted plans (or intentions). Reconsideration comes at a cost, both in time and computer
resources, so there is a need to decide how often it occurs. The decision should be based on
the environment where the agents are located in. If the environment does not change quickly,
then it is prone to a more pro-active (goal directed) behavior. However, if the environment
changes frequently, reactive (event driven) agents show frequently a better performance than

pro-active agents [[7].

Hybrid Agents

This architecture results from the combination of features from both deliberative and reac-
tive agents. It tries to overcome disadvantages from both architectures. More specifically, on

the deliberative side, its important to stress the incapability to react immediately to changes
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that occur in the environment, and on the reactive side, the incapability to rationalize deci-
sion making when trying to efficiently achieve design goals. The resulting architecture is
composed of different hierarchical layers, with reactive layers having priority over delibera-

tive layers, much to assure immediate responses to changes that occur in the environment.

Agent Environments

Russel and Norvig [8] identified a number of dimensions to categorize environments.

Some of these dimensions follows:

e Fully observable vs. partially observable: When at each point in time, an agent has ac-
cess through its sensors to the state of the environment it is located in, that environment
is considered fully observable. An environment may be considered partially observable
as a result of noisy and inaccurate sensors or missing elements from the sensor data,

such as information not privy to one agent;

e Deterministic vs. stochastic: If the next state of the environment is ascertained exclu-
sively by the current state and the actions performed by the agent, the environment is

considered deterministic; otherwise, it is regarded as stochastic;

e Episodic vs. sequential: In episodic environments, the agent’s experience is divided
in episodes, each consisting of a perception followed by a single action. The choice
of action does not depend on actions taken in previous episodes, only on the current
episode itself. In sequential environments, a current decision could affect all future

decisions;

e Static vs. dynamic: Dynamic environments may change while an agent is deciding
what action to perform. The environment changes with the passage of time, and if
the agent does not perform an action within the allotted time, it considers the agent as
taking no action. In static environments, neither the environment nor the agent accounts
for the passage of time and the next state comes only after the agent has decided what
to do. There also a semi-dynamic environment. In this case, the environment does not

consider the time, but the agent does, affecting its own performance score;

e Discrete vs. continuous: A discrete-state environment has a limited number of distinct
states, and the same notion is applied to both the way the time is handled and the

perceptions and actions of the agent;

o Single agent vs. multiagent: Single agent environments are environments where only
one agent is present. Depending on the dynamic between the agents, a multiagent
environment may be viewed as either a competitive environment, a cooperative envi-

ronment, or a combination of both.
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2.2 Conflict of interests

Consider the following two main components of an autonomous agent operating in a

multiagent system [5]:
e Individual component, which refers to the internal rationalization drawn by an agent;

e Social component, defined by the interaction and communication between distinct

agents.

These components are brought together by the presence of conflict. Before we continue
delineating agent conflict, let us first look at human conflict. Julia Galliers [12] has identified

several main attributes in human conflict, notably:

1. Each social conflict requires, at least, two parties;
2. Each conflict has important purposes and consequences;

3. Opposing values, exclusive values, and/or incompatible values are fundamental facets
of each conflict, and these values should be a result of limited resources (symbolic or

material).

Julia Galliers has then developed a definition of agent conflict based on their features. She
states that conflict consists in a relationship between two agents, in respect to one proposition:

“Conflict of goals or conflict of beliefs exist between one agent and another, when the
agents’ beliefs or goals with respect to the same proposition [p] are believed by the one
agent to be in opposition, and this agent also has a persistent goal to change the other’s
belief or goal...””

Conte and Castelfranchi [T] defined conflict based on the concepts of interest and counter-
interest:

“A conflict of interest between two agents [x and y] with regard to a given [world] state
q occurs when q is an interest of x’s goal that [a world state] p be true at time t, while it is a
counter-interest of y’s goal that [a world state] 7 be true at the same time.”

Parsons et al. [I3] studied conflict between B agents and ascertained that conflict

happens when:

1. Agents adopt opposing intentions;

2. An agent wants another agent to change a particular mental attitude;

Lastly, we have a definition that divides conflict detection in two stages[[4]: potential
conflict and true conflict. Consider an agent ag; operating in an environment populated with

other agents that interact with ag;. Each agent has a set of possible plans about other agents
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present in the environment and these plans are composed by intentions. Let ag; be one
of the agents present in the environment. The agent ag; declares a potential conflict if an
intention adopted by itself is incompatible with an intention ag; believes ag; has. Only after
ag; validates the belief about ag;’s (incompatible) intention, does it declare a true conflict.

This approach was adopted in this dissertation.

2.3 Negotiation in Multiagent Systems

Negotiation is a form of social interaction that allows for the resolution of problems oc-

curring in a number of situations. Typically, these situations involve:
e Two or more parties;
e A conflict between the parties;
e An individual preference to find an agreement.

When developing negotiating agents, there are various approaches or models that can be
adopted, each having specific strengths and weaknesses. Three well-known models are as
follows[T9]:

e Game-theoretic models: involves the analysis of specific negotiation situations and

indicates precise results concerning the optimal strategies negotiators should choose;

e Heuristic models: indicates negotiation guidelines and beneficial strategies that lead to

good outcomes (and not optimal outcomes);

e Argumentation-based models: negotiators can argue about their mental attitudes during

negotiation.
Negotiation itself is composed by different processes, notably[6]:
1. A prenegotiation process: deals with the preparation and planning for negotiation;
2. An actual negotiation process: where the search for an agreement is held;
3. An execution process, where a final agreement is analyzed and implemented;

The prenegotiation process is the most important for the present dissertation and a brief de-
scription of it follows

Prenegotiaton involves mainly the conception of a plan which delineates the activities that
negotiators should attend to before starting the actual negotiation process. The collection of
activities to be fulfilled includes [T3]:

e Defining and prioritizing the issues;
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e Establishing the negotiation agenda;

e Defining the limits, i.e. the points where any settlement beyond them is not acceptable,

thus terminating the interaction;

e Defining the targets, i.e. the values negotiators realistically feel they should get in a

settlement;

e Selecting an appropriate interaction protocol. The protocol may simply allow for the

exchange of offers, or alternatively, support argumentation.

There are three groups of strategies commonly used by (human) negotiators [16]:

e Contending — negotiators maintain their aspirations and try to persuade the opponent

to yield;

e Concession making — negotiators cut back their aspirations to accommodate the oppo-

nent; these strategies try to find acceptable compromises [[I'7];

e Problem solving — negotiators maintain their aspirations and try to reconcile them with
the opponent’s aspirations; they work towards integrative agreements, which provides

higher joint benefit than compromise agreements [[I8].

Strategies are typically implemented through a variety of tactics. The main difference
between strategies and tactics is the scope. Tactics present short-term actions to enact high-
level strategies [19].

The actual negotiation process involves mainly an exchange of offers and counter-offers
[20]. However, negotiation involves more than a series of proposed agreements. The ex-
change of information is related to two dilemmas that all negotiators face [21]. The first is
honesty: how much truth to tell the other negotiating parties. In case of too much truth, the
opposing agents may take advantage of that information. In case of too little, negotiation
may end in a stalemate. The second dilemma is trust: the credence put on the information
received by the other partie. This decision takes into account a number of factors, such as
how negotiators have negotiated in the past, their negotiation reputation, and the present cir-

cumstances.

2.4 Electricity Markets

Electricity is most often produced at power stations, transmitted at high-voltages to multi-
ple substations, and distributed at medium and low-voltages to end consumers. Almost since
inception, electric utilities have been vertically integrated, meaning specific firms were ac-
countable for generation, transmission and distribution [22]. This monopoly model has been

discarded worldwide over the years, through the deregulation of electricity markets.
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Liberalization aims to increase competition, resulting in better pricing and service qual-
ity, which in turn leads to more satisfied end-users. To achieve this, deregulation has sepa-
rated the functions of electricity generation and retail from the natural monopoly functions
of transmission and distribution. This has led to the establishment of a wholesale market for
electricity generation and a retail market for electricity retailing, where end-users can choose

their supplier from competing electricity retailers [T5].

2.4.1 Pool Markets

Rather than relying on iterative interactions between suppliers and consumers to reach a
market equilibrium, pools provide this equilibrium in a systematic way. A pool generally op-
erates as follows: generating companies submit bids to sell a specific amount of electricity at
a certain price and for a certain period, while consumers submit offers specifying the quantity
and price at which they intend to buy the energy. Supply and demand curves are generated
and intersected. The intersection represents the market equilibrium. All the bids submit-
ted at a price lower than or equal to the market clearing price (the price of the electricity at
which the quantity supplied is equal to the quantity demanded) are accepted, and generators
are instructed to produce the amount of energy corresponding to their accepted bids. Sim-
ilarly, all the offers submitted at a price greater than or equal to the market clearing price
are accepted, and the consumers are informed of the amount of energy that they are allowed
to draw from the system. The market clearing price represents the price of one additional
megawatt-hour of energy and is therefore called System Marginal Price (SMP). Generators
pay this SMP for every megawatt-hour that they produce, whereas consumers pay the SMHP
for every megawatt-hour that they consume, irrespective of the bids and offers that they have
submitted [23].

2.4.2 Bilateral Contracts

In bilateral contracts, negotiation is performed directly between a party representing the
demand and a party representing the offer. The negotiation features a discussion to define
prices, volumes, terms and conditions, which after agreed on, will be denoted on a contract
[24]. This model allows for a better price stability, increasing the chance to avoid price

volatility. There are several types of bilateral contracts, notably [23]:

e Customized long-term contracts — the terms of these contracts are flexible since they
are negotiated privately to meet the needs and objectives of both parties. They usually
involve the sale of large amounts of power (hundreds or thousands of megawatts) over
long periods of time (months or even years). The large transaction costs associated with
the negotiation of such contracts make them worthwhile only when the parties want to

buy or sell large amounts of energy;
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e Trading over the counter — these transactions involve smaller amounts of energy to be
delivered according to a standard profile, that is, a standardized definition of how much
energy should be delivered during different periods of the day. This form of trading has
much lower transaction costs and is used by producers and consumers to refine their

position as delivery time approaches;

e Electronic trading — participants can submit the offers to buy energy, or bids to sell
energy, directly in a computerized marketplace. All market participants can observe the
bids and offers submitted, but do not know the identity of the party that has submitted
them. When a party submits a new bid, the software checks to see if there is a matching
offer for the bid’s period of delivery. If it finds an offer whose price is greater or equal
to the price of the bid, a deal is automatically struck and the price and quantity are
displayed to all participants. If no match is found, the new bid is added to the list
of outstanding bids and remains there until either a matching offer is made, the bid is
withdrawn, or it lapses because the market closes for that period. Each time a new offer
is entered in the system, a similar procedure is used. This form of trading is extremely

fast and cheap.

2.5 Computational Platforms

There are numerous platforms to assist the development of a MAS. This section describes

three well-known platforms.

2.5.1 Open Agent Architecture (OAA))

The Open Agent Architecture was developed at the Stanford Research Institute and allows
software services to be provided through the cooperative efforts of autonomous agents. Com-
munication and cooperation between agents is brokered by facilitators, which are responsible
for matching requests from users (or agents). This process does not require that an agent or a
user know the identities, locations, or number of the other agents involved. OAAl is structured
to minimize efforts in creating new agents and dealing with legacy applications. Figure
presents the small OAZAl system, showing a user-interface agent, some application agents and
several meta-agents. The agents play different and important roles. All of them are organized
in some sort of “community”, by being linked to the same facilitator. More than one facilita-
tor is possible, especially in larger systems, creating multiple “communities”, each similar to
the one shown in figure 3.

In some systems, the user interface agent is implemented as a collection of “micro-agents”
each monitoring a different input modality (shown in figure 73 as “Modality Agents”). Also,

every agent includes a set of declarations of the services it provides, in an Interagent Com-
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munication Language (ICI). These public declarations are referred to as solvables and are

composed of three parts [25]: a goal, a list of permissions, and a list of parameters.

Facilitator
Interagen
Cclm:nungica:iunﬁ
Language |
Application Meta User
Avent Awvent Interface
g g Agent
API Cﬁ)
Application
Modality Agents

Figure 2.3: OAA System Structure [25]

2.5.2 Repast

Repast was created at the University of Chicago in close collaboration with the Argonne
National Laboratory. It is a free and open-source agent-based modeling and simulation toolkit
with three released platforms: Repast for Java, Repast for the Microsoft .NET framework,
and Repast for Python Scripting. Repast Simphony (Repast S) extends the Repast portfolio
by offering a new approach to the simulation, development and execution, including a set
of advanced computing technologies for applications (such as social simulation). Although
not completely, Repast focuses on social behavior, having been applied to a wide variety
of applications, ranging from social systems to evolutionary systems, market modeling, and

industrial analysis [26].

2.5.3 JADE

The TADH platform is a middleware technology for the development and run-time ex-
ecution of peer-to-peer agent based applications, which can interoperate both in wired and
wireless environments. [TADH is compliant with the Foundation for Intelligent Physical
Agents (ETPAI) specifications, and provides a homogeneous set of Application programming
interfaces (APIs) that are independent from the underlying network and Java version[27].
IADHE is probably the most widespread agent-oriented middleware today. It is completely
distributed with a flexible infrastructure which allows for easy integration of extensions and

ad-on modules. TADH is written in Java and provides a run-time environment implementing
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the life-cycle support features required by agents [2&8]. Accordingly, TADH was the platform

adopted in this dissertation.

2.6 Energy Market Simulators

Presently, there are several simulators applied to the liberalized market energy. This sec-
tion describes the following six: EMCAS, MASCEM|, SEPTA|, AMES and PowerWeb.

EMCAS

The Electricity Market Complex Adaptive System (EMCAS), developed by the Center for
Energy, Environmental and Economic Systems Analysis at the Argonne National Lab, is one
of the most popular energy market simulators [29]. Agents in EMCARS include the Indepen-
dent System Operator (ISO), the Generation Company, the Customer, the Demand Company,
the Distribution Company, the Transmission Company, and the Regulator. They show decen-
tralized decision-making capabilities, and are able to learn through genetic algorithms [24].
Each agent supports a diverse number of strategies, while simultaneously allowing specific
market rule addition by users, granting a posterior analysis of the impact on both individual
agents and the global system [29].

EMCAR supports negotiation through bilateral contracts and pool markets. Agents can
represent producers, intermediaries, consumers and independent system operators. Bilateral
contracts are initiated by the agent representing the demand, followed by a response from the
agent representing a producer. The latter is based on foretold prices for pool and bilateral
contracts, ascertained through history analysis and future predictions. The decision model
of agents is based on an assemblage of public information, made available to all market
participants, and private information, resulting from previous proposal acceptance/rejection
accounts. Agents can use this information to rethink their strategies for the next round of
negotiation [24]. EMCATY is currently utilised by REN for analysis on MIBEI [30].

SEPIA

The Simulator for the Electric Power Industry Agents (SEPTAl) was developed by Hon-
eywell Technology Center and the university of Minnesota [B1]. It is a specific Agent-Based
Simulation tool for developing Energy Market Agent-Based Simulation models with the pur-
pose of gaining insights about the behavior of system participants and their impact on EMs.
The main physical components are: Zones, Physical Generators, Generation Companies,
Generator of Last Resort, Consumer Load, Consumer Companies, Transmission System, and

Transmission Operator [?9]. The simulator can be split up into three main components:
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1. Graphic interface, which allow users to specity, monitor and drive the simulation;
2. Agents that represent specific domain entities;

3. Discret event simulation mechanisms that control the evolution of the simulation and

agent communication.

Agents in SEPTAl are composed by diverse layers. Also, agents that represent producers
companies have an adaptive module, with a learning component based on the Q-learning
algorithm, which allows them to explore alternative strategies for pricing. It should also be

mentioned that this simulator is limited to bilateral contract simulations [24].

PowerWeb

Developed by the Cornell University, this simulator allows testing and analysis of dif-
ferent kinds of energy markets, and implementation of diverse market models. However, it
only supports fixed demand for pool markets. Sellers can bid for energy, from one single

production unit allowed to them, in two different ways:

e Explicitly declaring the price and quantity of the bid until the unit production maximum

is reached;

e Choosing one of the six available strategies.

This simulator can be accessed through a web application, which allows for usage in
distributed computing environment [32]. Agent usage is simple and limited, being its purpose

to simply model different types of proposals for market trading.

AMES

The Agent Based Modelling of Electricity Systems (AMES) is an open source multi-
agent simulator developed within the JAVA language, for the Repast platform, by Tsun and
Tesfatsion [33]. With no commercial end in mind, it was developed with the purpose of bet-
terment EM’s research and education. This system includes four main components: traders,
transmission grids, markets, and an ISO. The market involves a day-ahead market and a real-
time market, while the ISO has four functions: system reliability assessment, day-ahead unit
commitment, dispatch, and settlement. A learning module is integrated into the simulation
framework for adaptive decision making of traders, and the physical transmission grid is

modeled as a five-node transmission grid [29].
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MASCEM

Developed by the Instituto Superior de Engenharia do Porto using the JAVA program-
ming language, the Multi-Agent System that Simulates Competitive Electricity Markets (MASCEM)
is a Energy Market Multi-agent System [34]. The agents can simulate market facilitators,
generators, consumers, market operators, traders, and network operators. features
bilateral contracts and a pool market, although on the latter consumers can directly submit
their bids to the market operator. Accepted agreements can result from both bilateral con-
tracts and the pool market, and must be submitted for verification by the market operator
[?9]. During the negotiation process, this simulator allows agents to re-think their strategies,

based on results from previous rounds of negotiation [35].

Discussion

The aforementioned complex systems focus mainly on the negotiation process. Impor-
tant features that help depict real-life negotiations can be found in most of them, such as
MASCEM’s mid-negotiation strategy reconsideration. A short comparison of these features
is illustrated in 1. The main agent types portrayed are generators, consumers, and market
operators. However, the prenegotiation process is basically not featured in these systems,
although individual steps of this process, such as the definition of limits for the negotiation
issues, are included (as part of the negotiation process). As stated above, this dissertation
focuses on the main prenegotiation tasks, and the link between the individual and social be-

havior of agents, i.e. the role conflict plays in driving negotiation.
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3.1 Introduction

A quick search for a definition of “software” leads to [36]:
“... the instructions which control what a computer does...”

While this still applies to today’s agents architectures, the notion of autonomous agent tries to
break free from the domain defined in the previous software definition. A look at a definition

of the term “autonomous” leads to [BA]:
“... independent and having the power to make your own decisions...”

From the previous statements, it is possible to infer a goal for autonomous agents: to enhance
original instructions. Also, depending on the application, adaptability and learning may be
important features of autonomous agents, allowing computer software to respond to situa-
tions not defined in the original instructions, and build on previous situations towards better
decision-making algorithms.

This chapter starts by detailing the architecture of BIDI agents (as it was adopted by the de-
veloped simulator in the dissertation Negotiation Simulator for the Energy Market (NSEM)).
Next, conflict and bilateral negotiation are discussed, placing emphasis on the prenegoti-
ation phase of negotiation, and detailing the negotiation strategy developed for this work.
Finally, the chapter introduces a case study involving a retailer and a customer negotiating
bilateral contracts in an Electricity Market (EM)). The case study illustrates some aspects of
the individual and social behavior of agents, placing emphasis on plan generation and issue

identification.

3.2 Autonomous Agents

The Belief-Desire-Intention architecture tries to model the human decision-making be-

havior and has its roots on the practical reasoning process [I{]. Its main elements are:

e A set of beliefs, representing information about the agent itself, the other agents, and

the environment;

A set of goals, representing world states to be achieved;

A library of plan templates, representing actions that should be performed to achieve

goals;

A plan generator, responsible for obtaining the required information from the previous

three elements, conjugate them, and create full plans;

A set of adopted plans for execution, either immediately or in the near future.
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Figure 3.1: The Belief-Desire-Intention architecture

Figure B shows the main components of the architecture, and how they interact.
A description of each component follows (see Lopes et al. [14] for a more in depth descrip-
tion).

Let Ag= {ag1,ag>} be a set of autonomous agents. Let ag;€ Ag be an agent from Ag and
Bi={bi1,bj, ...} aset of beliefs of ag;. Each belief b;,, € B, is represented as follows:

bim = < bhip, bbj;,>
where:
(i) bhy, is the header of b;;,;;
(ii) bbjy, is the body of b;,,, and contains a statement that ag; believes to be true.

The header bh;,, of b;y, is a 2-tuple: bh;,, =< name, bd;,,>, where name is the name of
an agent in Ag of which the intention is about, and descr;,, is a short description of by,.
Let G; = {gi1,&i2, .-} be the set of goals that ag; wants to achieve. A generic goal gix € G;

is described as follows:
gik =<gbix>

where gbj; is a statement that identifies the goal gj;. This statement is used by the “Plan
Generator” to search for an adequate plan template from the plan library. The library consists
of a collection of plan templates, PL; = {pt;1, pti2,...}, where plan template pt;;€ PL; is a
5-tuple [14]:

pliz =<pth;;,ptti;,pt pci;,ptbiz, ptei;>

where:
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(i) pthi; is the header of pt;;; it is the attribute used when searching for a plan

template, which is compared to a goal’s body;
(ii) prt;; is the type of pt;,, either composite or primitive;
(iii) prpc;i; is a set of preconditions that must be true before pt;, can be applied;
(iv) ptb;; is the body of pt;;; its content depends on the type;

(v) pte;; is a set of statements that should hold after pt;, has been successfully
executed.

The header pth;, is itself a 2-tuple, i.e. pth;; =<ptn;,,pta;,>, where ptn;, is the name of

pti; and pta;, is a set of arguments for pt;;.

There are two possible types of plan templates, namely primitive and composite. If pt;,

is a primitive plan template, then ptb;, is a set of one or more actions that satisfy a goal. On

the other hand, if pt;; is a composite plan template, ptb;, is a collection of references to other

plan templates present in the library. In other words, a composite plan template specifies

the decomposition of a goal into sub-goals, by referencing other composite or primitive plan

templates.

An agent ag; € Ag is capable of generating complex plans, {p;, pi2,...}, based on the

simple plan templates stored in the library. The process of generating a plan p;, for achieving

a goal g;y involves four main tasks [I5]:
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e Plan retrieval. Upon choosing g;,, the agent ag; uses it to search the library PL; for

all plan templates whose header unifies with the body of g;,, and whose preconditions
ptpci; apply in the current state. The plan templates retrieved are labeled applicable
plan templates. The set of applicable plans is denoted as APTjy;

Plan selection. Consists of selecting a preferable plan template, let’s say pt;; € APTj.

The selection is based on a scoring system to find the most favorable plan template;

Plan addition. The plan generator adds the previously selected plan template pt;, to the
plan p;y. Let AltP,y, = APT;, — pt;;. The plan templates in AltP,;, are added to p;, and
labeled as alternative plans. They have a key role in prenegotiation (see in sub-section
B37);

Plan interpretation. This task consists of selecting a composite plan template pt;, from
the plan p;, and expanding its body’s elements, which in composite plans are them-
selves goals. Accordingly, the plan generator repeats these four tasks for each of those
goals, resulting in a recursive process that ends when all primitive plan templates have

been retrieved, selected and added to the plan.



Let IS; = {int;1,int;, ...} be the Intention Structure (IS) of ag;. The several elements of
IS; are plans adopted by ag;, i.e. intentions, and are structured into and-trees. In particular,
after generating the plan p;y, the agent ag; adopts p;, for execution in the future. This is
accomplished by recursively adding every plan template present in p;y, into the IS;, as an
intention to execute, i.e. a goal that is not yet achieved but is considered, at the present
moment, achievable. Each intention created by agent ag; corresponds to an header of a plan

template, thus corresponding to a goal that ag; wishes to reach.

3.3 Conflict of interests

Much like human negotiators, an agent in a negotiation environment needs two facets:

e A private side, which considers the agent’s own rationalization process, its beliefs,
individual goals, strategies, intentions, etc. This is also called the individual behavior

component;

e A public side, accountable for any interaction with other agents (e.g., negotiation and
communication), requiring knowledge and skills on how to deal with social situations.

This is also known as the social behavior component.

Although both sides can exist individually, each side has less meaning and purpose without
the other. Without interaction, goals might not get achieved and beliefs may stay outdated.
Without the individual component, would there be a reason for such interaction? Probably
not.

An agent with both components also needs a way to determine how they should interact.
This is the key role of conflict. In a MAS, with multiple agents operating individually to meet
their own design goals, conflict is inevitable. Let int;, € IS; be an intention that ag; € Ag wants
to accomplish. Likewise, let int;;€1S; be an intention that the other agent ag; € Ag wants
to accomplish. A conflict Conf; ; occurs when the intentions inf;; and int j; are incompatible
[14]:

Conf; j= Jintiy A Jint j N Incomp(intiy,int ji)

where Incomp(intyy,int ;) represents an incompatibility between intentions int;; and int j, i.e

the two intentions cannot be executed simultaneously.

3.3.1 Potential Conflict

Let PP, = {pii(ag;), pir(ag;),...} and PI; = {int; (ag;),intp(ag;), ...} be a set of possible
plans and a set of possible intentions ag; believes ag; has generated. Agent ag; checks fre-

quently the existence of any conflict between its intentions and the intentions it believes ag
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has. Since ag; is unsure about the true plans and intentions of ag;, it will initiate a process
called Potential Conflict Detection, involving the detection of a potential conflict PorConf; ;
[T4]:

PotConf; j= Jintig A\ Jintiy(ag;) € PI; NIncomp(intig,inty,(ag;))
where:
(i) intin(agj) € PI; represents an intention ag; believes ag; has;
(ii) Incomp(int;y,int;,(ag;)) represents an incompatibility between int;, and int;y,(ag ).

If PotConf; ; is true, ag; needs to validate it by confirming the veracity of the intention
intim(agj). This process involves a conversation between ag; and ag;, where ag; informs
ag; about the potential conflict and requests this agent to validate the intention int;;,(ag;).
The agent ag; can choose either to refuse to participate in a conversation, or to reply to the
message received. If ag; confirms int;,(ag;), ag; will declare the conflict as validated, and
inform ag;. If ag; does not confirm int;,(ag;), ag; will request information about the true
intention of ag, so to double-check for the existence of a conflict, and consequently be able
to either declare the conflict as validated, or to acknowledge the existence of no conflict. In

either case, ag; is informed before ending the conversation.

3.4 Bilateral Negotiation

As stated before, three main phases are often identified in negotiation: prenegotiation,
actual negotiation, and execution (or ending). The prenegotiation phase deals with the activ-
ities that come before formal negotiation. The actual negotiation process involves mainly the
exchange of offers between the parties. It may also feature argumentation, learning, dynamic
strategy selection, and impasse resolution. The last phase, execution, includes the analysis
and improvement of a final agreement. Since prenegotiation is the main focus of this work,
the remainder of this section presents some details of the most importante prenegotiation

activities.

3.4.1 Prenegotiation

Is the starting point of negotiation equally fair to all participants? Any confrontation be-
tween humans suggests that this is not the case. Personal traits will distinguish individuals in
such situations, be their personality, tolerance, creativity, and many other attributes. The same
holds for negotiation, where traits such as charisma, confidence, boldness, and so on, give an
edge to negotiators. Clearly, such traits are not easily obtained. To some negotiators, they

may be inherent. Others may find them with experience. However, there are other methods
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to obtain the so sought after advantage, even before the starting of negotiation. Accordingly
to successful negotiators, preparation and planning, also known as prenegotiation, is central
to obtain a successful outcome, and the aforementioned advantageous traits cannot overcome
a poor planning.

Prenegotiation is the first step in the overall negotiation process, composed by the follow-

ing phases [15]:
(i) the definition of the issues to negotiate and the creation of a negotiation agenda;
(ii) the definition of the limits and targets for each issue at stake;
(iii) the selection of an interaction protocol, and the definition of the preferences;
(iv) the selection of a negotiation strategy.

A brief description of each of these tasks follows.

Agenda

The negotiation agenda, i.e. the collection of issues at the negotiation table need to be
agreed by all parties. To this end, each agent submits its own proposal about the set of issues
to discuss during negotiation. This proposal (or list) is formed from the headers of all the
primitive plans associated with the negotiation plan. These primitive plans represent facts
that the agent wishes to discuss during negotiation.

The agenda is thus the result of an interaction process. The initiator submits a proposal
and the opposing agent sends a counter-proposal. If the initiator agent accepts the counter-
proposal, or both the proposal and the counterproposal contain the same issues, an agreement

is reached and the agenda is defined.

Targets and Limits

The agents must assign target and limit values for each issue on the agenda. A target is a
level of benefit to stride for at any time. A limit is a fallback position, i.e. a level of benefit

beyond which an agent will not yield.

Deadline

A mutual deadline must be agreed by both negotiating sides before the starting of negoti-

ation. The deadline is a date and time set for the near future.
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The Negotiation Protocol

The negotiating parties must agree on an appropriate negotiation protocol. The protocol
adopted in this dissertation is the alternating offers protocol [37]. A brief description of it
follows.

Let ag; and ag; be two agents, each representing a negotiating party. Either agent may
start the negotiation process, by sending the first proposal. A proposal prop’, , er.receiver isa
collection of issues with attached values. A counterproposal is structurally a proposal sent
in response to a previous proposal. Let ag; be the first agent to submit a proposal. Let
t=1{0,1,2,...} be the set of time periods. Every proposal from ag; will correspond to an even
value for 7. Thus, ag; will always send its proposals at odd values for z.

The first proposal, prop?}, is sent from ag; to ag; . Next, ag; receives propﬁg. and may
either: (i) accept prop?]’-, (ii) reject propi.(} and inform about the end of negotiation, or (iii)
reject propi.‘]’. and send a counterproposal proptj‘i. If ag; receives from ag;: (i) a proposal
acceptance, then negotiation ends with ag; informing ag; of the final agreement, (ii) a pro-
posal rejection, then negotiation ends, (iii) a counterproposal, then ag; has the same options
described previously for ag;, i.e. it can accept prop?i, reject prop}l- and end the conversa-
tion, or reject prop’j‘l. and send a counterproposal pro pg This process is repeated until either
a proposal is accepted by both agents (negotiation ends with an agreement), or a deadline
is reached (negotiation ends with no agreement). Figure shows a block diagram of this

process.

3.4.2 Preferences of Negotiators: The Additive Model

The preferences of the negotiators are important to evaluate both received and sent pro-
posals. The additive model is adopted in this work because of its simplicity.

The additive model in a well known preference model [38]. It considers a utility function
and is used in situations where agents negotiate different issues. The utility associated with a

value v, of an issue x is computed as follows:

Vix = weightx X vy (3.1)

where weight;, is the weight agent ag; gives to issue x. The utility for an entire proposal is

obtained from the summation of the utilities for each issue value:

Ui=Y Vin (32)
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Figure 3.2: Block diagram of the negotiation process

Negotiation Strategies: Random Tit-For-Tat

Strategies are functions that define the tactics to be used at any particular moment of the
negotiation process. Tactics define the actions made at each point during the negotiation.
Strategy choice is an important step, that considers all the available information and has a
great impact on the final agreement. There are numerous strategies that can be implemented.
For the purposes of this dissertation, the Random Tit-for-Tat strategy was developed [3Y].
This strategy has proved to be important in cooperative negotiation situations.

The developed strategy is behavior depended, i.e. it computes the next offer based on
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previous behavior of the opponent. Specifically, an agent reproduces in absolute terms the
behavior that the opponent performed in the last step, plus a random value. For instance, let
ag; and ag; be the two negotiating agents. Let /= {x1,x2,...} be the set of issues at stake. If
ag; receives a proposal from ag; offering x, with the value v, one unit less than v, offered
in the previous offer, the buyer will reciprocate by adding one unit to its value for x,, plus a

random value. The strategy can be represented as follows:
prop ! [x,] =
min <max (propfj_1 [xa] + (prop’ji_2 [xa] — prop; [xn]> +(—=1)+R(M) ,minixn> ,maxixn>
where:
(i) s =0 if the agent wants to minimize the value of x,,;
(i) s =1 if the agent wants to maximize the value of x,;
(i) r > 1;
(iv) min;, represents the minimum value of x,;
(v) max;,, represents the maximum value of x,;

(vi) R(M)€[0,M] is a random value.

The integer M is determined as follows:

P’”Opi'j [xn] - P’"Opi'j_2 [xn] o
2

M =

(1 —weighty, ) (3.3)

where weight;,, is the weight of an issue x,,.

3.5 Case Study

This section introduces a case study involving two agents, a buyer and a seller. The buyer
is named John Doe, and the seller NER. The agents wish to trade electricity, and to that end,
they generate plans to meet their design objectives. Also, they enter into both a prenegotiation
stage and a negotiation stage, in order to reach an agreement. For the sake of readability, this
section illustrates the plan generation process and the prenegotiation phase from the point of

view of the buyer. Chapter B presents an in depth description of the case study

3.5.1 Planning

The buyer agent creates a plan specifying in its root a plan template describing the ne-

gotiation goal. Figure presents a simplified plan, where each composite plan template,
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from left to right, is associated with a set of other plan templates, i.e.

its subgoals.

To

achieve a plan template, some or all of its subgoals must be reached (depending on the And-

Or associations). This means that in order to achieve the goal described in the plan tem-

plate located in the plan’s root, Buy_Energy, the subgoals Prices and Volumes must also be

achieved. The same is true for all subgoals, which in the case of Prices means the subgoals

Pricey, Pricey, Prices, Priceq, Prices, and Priceg, need to be reached.

Header: Buy_Energy
Type: Composite

Header: Volumes
Type: Composite
|:| Plan Template < or tree and tree

Header: Extras

Type: Composite

Header:

Type:

No Extras
Primitive

Header:

Type:

Price 1
Primitive

Header:

Type:

Price 2
Primitive

Header:
Type:

Price 3
Primitive

Header:

Type:

Price 4
Primitive

Header:

Type:

Price 5
Primitive

Header: Prices
Type: Composite

Header:

Type:

Price 6
Primitive

Header:

Type:

Volume 1
Primitive

Header:

Type:

Volume 2
Primitive

Header:

Type:

Volume 3
Primitive

Header:

Type:

Volume 4
Primitive

Header:

Type:

Volume 5
Primitive

Header:

Type:

Volume 6
Primitive

Figure 3.3: A fully composed plan
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3.5.2 Conflict and Alternative Plan Expansion

After the plan is inserted into the Intention Structure (IS), the agent checks for the exis-
tence of any conflict. If a conflict is found and validated, the original plan should be expanded
to include all the alternative paths. Specifically, the plan is expanded by inspecting all of its
plan templates, in the same order they were added to [S. Each plan template should be
checked for alternative plans (stored during plan addition). Figure B4 illustrates this process,
where plan template pt;; is the original plan and pt;; represents an alternative plan template
stored in pt;].

The addition of a new set of subgoals (pt;»’s body) to the body of pt;1, in a different
position, leads to plan template pt;3. Each position on pt;3’s body represents an alternative
way to achieve the goal described in pr;3’s header, which means they form an or-tree. Figure
B3 shows part of the plan shown in Figure B3, illustrating the expansion of the plan template
“Extras”. It identifies two alternative sets of sub goals, any of which could be achieved to

reach the plan template Extras.

Plan Template Plan Template
Header: Extras Header: Extras
Type: Composite Type: Composite
Body: No_ Extras Body: Mo _Bxtras

OR

Alternative Plans:

Meader: Exira
Type:  Composibe
Body:  Penalty Prices

ptit Pt

Penalty Prices

Plan Template

Header: Extras

Type:  Composite
Body:  Penalty Prices
Ptz

Figure 3.4: Expansion of alternative plan templates
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Penalty_Price_1

Primitive

Header: No_Extras

Type: Frimitive

Header:

Type:

Penalty_Price_2

Primitive

Header: Extras

Type:

Header: Penalty_Prices
Type: Composite

Header:

Type:

Penalty_Price_3

Primitive

Header:

Buy_Energ

Header: Prices

Type:

Header: Volumes

Type:

I:\ Flan Template < or arc =::_’J< and & ¢

Header:
Type:

Penalty_Price_4

Primitive

Header:

Type:

Fenalty_Price_5

Primitive

Header:
Type:

Penalty_Price_&

Primitive

Figure 3.5: A partially composed plan with alternative plans expanded

As stated, the case study will be more detailed in chapter B. More specifically, chapter B

will illustrate the definition of the issues to negotiate, the creation of the negotiation agenda,

the definition of limit and target values for each issue, the selection of an interaction protocol,

the definition of the preferences, and the selection of a negotiation strategy.
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4.1 Introduction

This chapter presents details of the Negotiation Simulator for the Energy Market (NSEM),
1.e. the simulator developed in this dissertation. While the structure of the simulator allows for
modifications enabling it to be applied in diverse business environments, it was specified for
the negotiation of bilateral contracts in the EM, where six periods of the day were considered.
Some concepts were simplified because they fell outside the dissertation objectives. NSEM
was developed with the Java language U and uses the TADH platform for agent creation,

management, and communication.

4.2 System Agents

NSEM includes two main agents: a buyer and a seller. The agents main tasks are to
detect, validate and resolve conflicts, the latter being through negotiation. A market agent is

also featured to support the negotiation process. A description of each agent follows:

Market Agent

There is only one market agent per system session. Its purpose is to manage newly con-
nected agents and oversight negotiation. Upon connection to the environment, a seller/buyer
agent informs the market agent of its existence and indicates both personal information and
intentions regarding energy trading. Through the market agent, the user introduces sellers to

buyers.

Buyer Agent

The buyer is the more pro-active agent. It is this agent that looks for potential conflict,
motivating a social interaction with the seller. The internal process and different possible
paths within the buyer’s execution flow are represented in figure B1l.

When a buyer is created, it contacts the market agent in order to find an agent interested
in selling energy. Upon being pointed to a specific seller, the buyer loads its objectives, plan
template library, and persistent beliefs, i.e. statements the agent believes to be true about
itself, the opposing agent and the environment. ? These beliefs are stored in external files,
in order to feature persistent sets of beliefs between different system sessions. Saving the
current set of mid-session beliefs to an external file is also possible, allowing the agent to

save its current beliefs at any time.

"Excerpts from INSEM’s Java source code are presented in sections B, B2, and B3,
2Objectives, plan template library, and beliefs are stored and represented in Extensible Markup Language
(XMT). Some examples of plan templates are presented in A4,
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Figure 4.1: Internal flow of the buyer agent

The agent then reads its next goal (the first item on the list of objectives), and search
the plan template library for a plan template with the same name as the goal, which will be
the negotiation goal. After creating a full plan, the agent tries to detect a potential conflict
(between its plan and the opponent’s plan). To this end, the buyer needs to know the seller’s
asking prices, and thus searches for a belief containing this information. If the buyer does not
possess such information, it starts the Belief Request Protocol in order to request it from the
seller.

Following the obtention of the required information, either directly from the source, from
previously received publicity, hearsay, or even by user-input (by manually adding the belief
to the agent’s belief file), the buyer checks for a conflict. If a conflict is detected, the buyer

will either:
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(i) declare a potential conflict, inform the seller of the potential conflict, and start
the Conflict Validation Protocol, in case the seller’s prices used to check for conflict are

not considered reliable;

(ii) declare a conflict and inform the seller of it, in case the seller’s prices used to

check for conflict are reliable.

A seller’s price belief is considered reliable if the source of the information is the seller
agent itself, and the information was communicated recently, i.e. during the current system
session. For instance, if the seller informed a potential buyer of its selling prices, there is
no need for the buyer to validate those prices (and in turn the associated conflict), during
the current system session, thus changing the potential conflict declaration to a true conflict
declaration.

If no conflict is declared, then the agent will continue to look for the existence of a conflict
(using new price beliefs, if any received). However, if a true conflict is declared, then the
negotiation plan should be expanded to include alternative ways to accomplish the goals.

NSEM allows for alternative ways to meet the negotiation goal, for instance, by con-
sidering penalty prices (prices that are applicable if the amounts of electricity contracted
are surpassed). Accordingly, an alternative negotiation path including penalty prices for the
buyer is defined when a conflict is detected (see subsection B37).

At this stage, it is important to mention that the buyer can send a message to the opposing
agent relaying its profile and the associated volumes, i.e. the set of volumes that are in tune

with its negotiation intentions.

Seller

The seller agent is similar to the buyer featurewise and its details are thus omitted. For
simplicity reasons, this agent does not perform conflict detection. More specifically, this work
assumes that the initial prices defined by the buyer agent are generic, i.e. do not refer to any
particular seller. This procedure intends to simulate the well-known procedure of indicating
the prices of specific commodities (e.g., a car, a house, etc.) before starting the negotiation.

Figure shows the internal flow of the seller.
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4.3 Communication Protocols

ITADH provides a diverse number of services and libraries, facilitating the process of agent
creation, management and interaction. This platform is compliant with EIPAl specifications,
providing asynchronous Agent Communication Language (ACI]) message passing and agent
life-cycle management. A [ATTI message is composed of one or several parameters. The
number of parameters varies from situation to situation. The only mandatory parameter is the
performative, but other important parameters are generally used, such as the sender, the re-
ceiver and the content. User-defined parameters are also permitted, although their semantics
are not defined by EIPAl [40].

The agents feature various communication protocols, designed to meet the particular
needs of the application. They assure the quality of the information sent and received, and are
crucial in managing social tasks. Protocol setup takes advantage of the features provided by
the TADH platform, allowing for multiple protocols running at the same time. All protocols
start in the same way, namely a message from one agent requesting the opposing agent to take
part in a specific protocol. The opposing agent can refuse, ending the interaction, or agree,
accepting to take part in a conversation. To end a protocol, one of the agents sends a message
informing the opponent of protocol termination.

This section describes the several agent protocols using ETPAl notation [4T].
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4.3.1 Agent Pairing Protocol

This protocol is executed every time a seller or a buyer agent is created, in order to connect
it to the market agent, and in turn to pair it up with an opposing agent. Let the agents be
identified by ag; and ag ;. After initiating the protocol, ag; introduces itself to the market agent
by sending a message containing personal information. This is followed by a second message,
namely a request for defining a negotiating partner, with compatible trading intentions. When
the market agent decides to pair ag; with ag;, ag; receives a message indicating ag;’s name
(the same is true for ag;, but in a different protocol instance). After this, ag; terminates the

protocol.

4.3.2 Belief Request Protocol

This protocol can be initiated by both agents. Its purpose is to ask for specific information.
Figure B3 shows the FIPAl representation of the protocol. After initiating the protocol, ag;
sends a request to ag;, specifying an agent name and a belief description. The agent ag; can
either search for a belief (using the received belief description) and send it to ag;, or refuse to

participate in the interaction. After receiving the response, ag; ends the protocol.

sd Belief Request (String agent, String description)

request:protocol-initiation

| |

| |

| "]

alternatiue) | refuse |
x x

| agree |

B |

! request:belief(agent,description) !

l ~

alternatiue) : helief :

I B

| refuse |

I~ |

| |

| inform: end-protocol |

| 7]
X X

Figure 4.3: Belief request protocol
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In NSEM, this protocol is used by the buyer to detect a potential conflict. If the buyer does
not possess information about the seller’s intended prices, it will automatically initiate this
protocol, with the following values: Belief Request (name, prices), where name represents

the seller’s name.

4.3.3 Agenda Definition Protocol

This protocol is initiated by the buyer agent and aims to cooperatively define the nego-
tiation issues. After initiating the protocol, the buyer generates and sends a proposal that
includes all the issues it intends to negotiate. The seller receives the proposal and makes
a counterproposal, by analyzing the received proposal and choosing either to delete some
issues, to accept all the issues, or to add new issues. Next, the buyer analyzes the counter-
proposal and decides either to accept or reject it. In either case, the buyer sends a message

ending the protocol.

4.3.4 Conflict Validation Protocol

In NSEM, this protocol is always initiated by the buyer agent, and its purpose is to allow
both agents, the buyer and the seller, to validate a potential conflict between them (see figure
B4). After detecting a potential conflict (in particular a conflict between the prices of the
buyer and the prices it believes the seller intends to sell electricity for), the buyer will contact
the seller to initiate the conflict validation protocol. If the seller agrees to take part in the
interaction, the buyer will ask it to confirm a belief about energy prices, i.e. the prices the

buyer believes the seller intends to sell for. Two scenarios are now possible:

(i) the seller confirms the prices sent by the buyer; the buyer then informs the
seller that a true conflict exists between them, and sends a message informing that the
protocol has ended, thus finishing the involvement in the protocol (and upon reception,

so does the seller);

(ii) the seller does not confirm the buyer belief.

Upon information that a belief was false or outdated, the buyer requests information about
the sellers current prices. The seller then responds by sending its electricity prices. Next, the
buyer will double-check for conflict using the new prices, and if the operation returns true,
then it sends a message informing the seller of the validated conflict. In case of no conflict
was detected, it informs about the existence of no real conflict. The buyer will then end the

protocol.
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sd Conflict Validation

request:protocol-initiation

refuse

query-if:seller-prices-belief

confirm

inform: conflict exists

inform: end protocol

disconfirm

request: seller-prices

inform: seller-prices
alternatwe/ inform: conflict-exists
| infarm: no-conflict-exists |
L -
| |
| infarm: end-protocol |
| 7l

Figure 4.4: Conflict validation protocol

4.3.5 Negotiation Protocol: Alternating Offers Protocol

This protocol is represented in figure &3 using the FTPAl notation. Upon deciding to start
the negotiation protocol, the agent ag; checks the message inbox for a negotiation request
from the opposing agent, ag ;, which would mean that ag; initiated the negotiation first. If no
request is found, ag; sends a request to ag;, and waits for a response. If ag; accepts to take
part in the negotiation, ag; then calculates a set of prices. Next, ag; sends that proposal to ag ;,

who analyzes it, and either: (i) accepts it, if it meets the utility criterion, (ii) rejects it, if one or

45



more defined limits (issue values, deadline) was breached, or (iii) sends a counterproposal, if
the utility criterion was not reached but no limits where broken. After (i) and (ii), the protocol
will be closed. If ag;’s choice was (iii), ag; will face the same three choices, i.e. accept, reject
or send a counterproposal. The process ends when both agents reach an agreement (when one

of them accepts a specific propose) or when one agent decides to break of negotiation.

sd Negotiation )

request:protocol-initiation

refuse

propose: prices

alternative J

propose: prices

|
<
alternative ) | propose: prices
| -l
| Ty
!— accept ]I
[ =1
|— | 1
reject

inform: protocol-end

. _ 1
| reject |
| I
! inform: end protocol !
|~ |
X X

Figure 4.5: Negotiation protocol
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4.4 User-Agent Interface

The simulator NSEM allows users to control several of the agents’ actions, as well visu-

alize agents’ internal processes and communication history.

4.4.1 Market

The first step is the creation of the market agent. After this, a frame will open on allowing
the user to create buyers and sellers (see figure B6). To create an agent on the same machine
that hosts the market agent, the user simply presses: agents — create — buyer/seller. A name
will be required, and it should correspond to an existing folder containing several required
files (plan templates, objectives and beliefs). Following the indication of the agent’s name, a
few more information is requested for completation of the process.

Alternatively, an agent may be manually created and connected to the market agent’s main
container (the TADH environment where the market agent is located in). When a new agent is
connected, the interface will show its name and information on either the left or the right side,
according to its type (as shown in figure E-6). When there is at least one seller and one buyer
connected, the user can set them up for negotiation, by pressing: (while one buyer and one
seller are selected) — negotiation — set negotiation pair. After this, both seller and buyer
will show their own GUI.

%/ System =3 [EER =)
File [Agents | Negotiation
- Create | Buyer
Seller John_Doe
= e
Messzage Sent:
T Performative: AGREE TR TR R
Selecta seller Sentto: John_Doe MName: John Albert Doe
Info: Protocol initiation agreement Address: Lisbon, Portugal
Telephone: 2199811151
Message Received: Fax: 2122254198
Performative: INFORM || WE-mail: DeelJ@mail.com
Sent by: John_Doe
Info: Agent information
Message Received: =
Performative: CFP
Sent by: John_Doe
Info: opponent proposal ||
| sellersinfo | - Buyer's info

Figure 4.6: Creating an agent in NSEM
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44.2 Buyer

The buyer’s interface includes a context button, i.e. a button appearing on the top right
corner in the main window, when it is waiting for a specific action (as seen on figure E7).
As stated, this agent creates and analyzes a negotiation plan. During this process, it checks
whether the user needs to enter a specific value for any variable (by inserting “ask” instead
of a value in the stored plan template). If that is the case, the user defines one or more values
by pressing either: action — planning — setting values, or the context button. Next, the
agent checks for the existence of a conflict by pressing: action — conflict — detect potential

conflict, or again, the context button.

(4 ohn_Doe eI
File Action MNegotiation Settting Values

* Myagent  John_Doe@127.0.0.1:1099/JADE
*** Opponent  REN@127.0.0.1:1099/JADE

*** Mext goal: [buy_energy]

*** Plan created

*** Uservalue input needed

Figure 4.7: The context button in NSEM

At this point, the user can start the process to define the issues at stake, i.e. the agenda,
by pressing the context button or choosing: Negotiation — Prenegotiation — Agenda.

The simulator then checks the primitive plans and gathers all the issues the agent wishes
to discuss. It is important to note that the issues not currently supported by the available
strategies/protocol are blocked (as shown in figure BR). In other words, the current version

of NSEM does not support negotiation involving volumes nor penalties.

48



£/John_Doe [=Er=]

File Action MNegotiation

Buyer's Agenda Proposal

Choose agenda items to
propose to your opponent

Prices
Volumes [
Penalties [ ]

*** Uservalue input needed
*** Plan interpreted

== Potential conflict detected

Message Sent -

Figure 4.8: Agenda definition in NSEM

The next step requires the user to perform the remaining prenegotiation tasks by consid-
ering the submenu: Negotiation — Prenegotiation — Define Targets, Define Limits, Define
Preferences and Strategy, and finally Define Deadline (see figure B9). After this, the context
button will be visible again, showing the option Negotiation. Thus, to start the negotiation
process (presented in figure BT0), the user should either press the context button or choose

Negotiation — Negotiation (Process).

[£]John_Doe ===

File Action Megotiation

Edit time ==

Time:

Year: 2012 D Momn:u D Day: 21 D
Hour: 23 |:| Min: 59 D Sec: 59 |:|

Set || Reset || Cancel |

Sentto: REN
Info: Deadline definition protocol initiation request

Message Received:
Peiformative: AGREE

Sent by: REN

Info: Protocol initiation agreement

Message Sent:

Performative: INFORM

Sentto: REN

Info: Deadline definition protocol ending

A ]

Figure 4.9: Defining a deadline in NSEM
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| £/ John_Doe EI@ |

File Action Negotiation Negotiation

Price 6 = 59.6€IMWh |

TERMINATING MNEGOTIATION

Sent Proposal ACCEPTED at:
Price 2 = 56.36€/MWh

Price 2 = 56.43€/MWh

Price 3 = 54.14€MWh

Price 4 = 60.62€MWh

Price 5 = 58.29€MWh

Price 6 = 59.66MWh

|

Figure 4.10: Negotiation result in NSEM

During any of the previous tasks, the agent can send its energy profile, i.e. the energy
volumes, to the seller agent by pressing: Action — Send Profile.

The agent’s set of intended volumes of electricity are displayed by default. However,
there are several profiles predefined, and the user can select any of them, thus updating the

volumes displayed (see figure E1T).

Profile

( |£] John_Doe == E ]
==

Please enter the the profile values you wish to send: g

User Defined | v
User Defined

Period loa|Residential (€/MWh)
(Commercial

industrial
Period 1: Lo

Period Z: 28 27

:

Period 3: 49.49

Period 4: 541.50

Period 5: 38.07

LB ET ]

Period 6: 30.08

| | Message Sent: =] |

Figure 4.11: Buyer sending a profile in NSEM
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Also, it is possible to save the current set of beliefs of the agent to a data file. This action
will affect future system sessions with that agent, by changing the agent’s initial beliefs. For
this feature the user should choose: File — Save Belief Files.

4.4.3 Seller

After a seller agent shows its interface to the user, it will create the negotiation plan.
Similarly to the buyer, if one of the primitive plans features “ask”, i.e. indicating that a
variable should be defined by the user, the interface will request it. The seller was considered
a more passive party, with its prices predefined to publicize them to many potential buyers,
before any negotiation begins.

At this point, the user can define the issues in the submenu Negotiation — Prenegotiation:
Define Targets, Define Limits, Define Preferences and Strategy and Define Deadline (the user
may also choose to let the buyer initiate this protocol). After all these issues have been
defined, and the agenda established by a conversation with the buyer, the seller agent can
request the start of the negotiation by choosing: Negotiation — Negotiation (Process). During
any of these tasks, the user can communicate its prices to the buyer, by pressing: Action —
Publicize (as shown in figure E17).

£ REN [=[=] =]
File Actions
Publicity ==l
Please enter the the values you wish to publicise: g
Period load Price (€/MWh)
Period 1: 56.02
Period 2: 57.02
Period 3: 56.07
Period 4: 515
Period 5: 53.08
Period 6: 5023

Figure 4.12: Seller publicizing a set of prices in NSEM
As stated for the buyer, it is also possible to save the current set of beliefs possessed by

the seller to a data file, which will affect future system sessions with that agent. To this end,

the user can choose: File — Save Belief Files.
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5.1 Introduction

A political agreement between the Portuguese and Spanish governments, signed on 20"
January 2004, established the rules for the creation of the Iberian Electricity Market (MIBED),
an energy derivatives market. This agreement determined that energy trading on the Iberian

market can be done via the following organized markets:

e day-ahead market (spot) — blocks of energy with physical delivery on the day follow-
ing trading and mandatory settlement by physical delivery;

e intraday market (spot) — settlement transaction with mandatory physical delivery;

e derivatives market — blocks of energy with physical delivery on the day following

trading and with either a physical of financial settlement.

The creation of an Iberian Electricity Market means recognizing a single electricity mar-
ket between Portugal and Spain, where all participants have indiscriminate access and equal
rights and obligations. The market started operating in Portugal on 3" July 2006 [&2].

To test NSEM, this chapter describes a case study including a bilateral negotiation in
MIBEI. Two fictitious participants are portrayed, one electricity retailer (seller) and one
SMH (buyer) that provides legal services. The case study’s environment is the electricity
retail market, where the seller wants to sell electricity in medium voltage to the buyer. Both
agents negotiate the prices of six periods, each referring to a four-hour block on a week-day.
The test is not associated with any real life counterpart, but the parameters were chosen by
looking up real trading prices associated with a pool market in an attempt to approximate the
case study to the real world. Some parameters are not referenced in the chapter, such as the
electricity volume limits, because they were not considered in the strategies used by agents.

The Operador del Mercado Ibérico de Energia (OMETI) provides the market results for
MIBED in its web page [43]. The negotiated hourly prices for the day 20" June 2012 were
chosen and an average for each four-hour block was calculated (see table 51]). These prices

were used to calculate the target and limit prices for both buyer and seller agents.

Table 5.1: Electricity price set in a pool market divided into a six-period day

Period Time Price [EUR/MWh]
1 0:00 - 4:00 h 54.21
2 4:00 - 8:00 h 54.30
3 8:00 - 12:00 h 62.92
4 12:00 - 16:00 h 58.57
5 16:00 - 20:00 h 56.17
6 20:00 - 24:00 h 57.36
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5.2 Buyer

The buyer agent creates a negotiation plan by accessing the plan template library and
importing the correct plan templates, resulting in a plan with six prices and six volumes of
electricity (as explained on section and subsection B5T). These prices will be used for
conflict detection, and as target (or initial) prices for the negotiation (as shown in table 673).

When the buyer agent is initiated, it loads a belief regarding the seller’s selling prices
(shown in table 7). After checking and declaring potential conflict (by comparing the prices
in table B3 with the prices on table 57), the buyer initiates the Conflict Validation Protocol,
which leads to the declaration of a true conflict. The agent then sends its profile, i.e the

volumes of electricity it intends to buy from the seller.

Table 5.2: Buyer’s belief regarding the seller’s selling prices

Period | Price [EUR/MWh]
1 60.64
2 55.22
3 63.32
4 59.14
5 59.94
6 58.65

Agenda Definition

The buyer’s agenda proposal was comprised of prices, volumes and penalty prices (be-
cause a conflict was detected and validated, hence the alternative plans were expanded). How-
ever, because there’s no strategy available to the buyer allowing for volumes and penalty

prices, only prices were sent in the proposal. This proposal was then accepted by the seller.

Target and Limit Prices

The target prices, i.e. the prices the buyer wishes to buy energy at, were calculated as
96% of the market price shown in table B1l, while the maximum prices the buyer is willing

to accept for each period, was computed as 104% of the same base price (but see table B73).
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Table 5.3: Target and limit prices for the buyer agent

Period | Target Price [EUR/MWh] | Limit Price [EUR/MWh]
1 52.04 56.38
2 52.13 56.47
3 60.4 65.44
4 56.23 60.91
5 53.92 58.42
6 55.07 59.65

Target Electricity Volumes

The New York State Electric & Gas (NYSEQ) provides on its web page load profiles for
weekdays, Saturdays and Sundays. The chosen profiles shared the same time-period with
the retrieved prices and its electricity consumption values represent a commercial zone. The
volumes were also grouped into four-hour blocks, resulting in six volumes representing the

average values for each time block. Table 54 shows the target volumes of electricity.

Table 5.4: Target electricity used by the buyer and seller

Period | Target Electricity [MWh]
1 23.04
2 28.27
3 49.49
4 51.5
5 38.07
6 30.08

Strategy and Preferences

In NSEM, the weights of the issues are defined by calculating the ratio between the vol-
ume intended to be traded in a specific period and the total volume for all periods (shown in
table 835). The strategy used by the buyer was Random Absolute Tit-For-Tat (see subsection
B-47) and the preference model adopted was the Additive function (see subsection B-47).
The weights are used in the Random Absolute Tit-For-Tat strategy when creating the Random
value to be added to each price in the proposal. The bigger the weight, the smaller the random

value can potentially be.
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Table 5.5: Weights used by the buyer and seller

Period | Weights
1 0.1
2 0.13
3 0.22
4 0.23
5 0.17
6 0.14

Deadline

The deadline agreed with the seller was one week from the start of the negotiation. How-

ever, the strategy chosen does not consider the deadline when generating a proposal.

5.3 Seller

The seller creates a negotiation plan and its associated intention structure by accessing
the plan template library (as explained for the buyer on sub-section B72) and importing the
correct plan templates, resulting in a plan including six prices, which will be used as target

prices for the negotiation.

Target and Limit Prices

The target prices the seller desires to sell electricity at, were calculated as 105% of the
market price, while the minimum prices the seller will agree to, for each period, were 95%
of the market price. The seller is seen as a more acquisitive and resourceful party, hence the
slight bigger target and limit prices. The table B-8 shows these prices. Like the buyer agent,

at this point the seller can modify its target prices.

Table 5.6: Seller’s target and limit prices

Period | Target Price [EUR/MWh] | Limit Price [EUR/MWh]
1 56.92 51.5
2 57.02 51.59
3 66.07 59.77
4 61.5 55.64
5 58.98 53.36
6 60.23 54.49
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Target Electricity Volumes

The seller does not possess specific target electricity volumes as part of its selling plan.
As stated, it is expected that the buyer send its electricity profile prior to negotiation. Accord-
ingly, the seller agent will adopt these values as its target volumes to trade. Table 54 shows

the electricity volumes used by the seller.

Strategy and Preferences

The weights of the issues are also defined by calculating the ratio between the volume
intended to be traded in a specific period and the volume total for all periods. The strategy
used by the seller was Random Absolute Tit-For-Tat (see subsection B-47) and the preference
model adopted was the Additive function (see subsection B-47). The coefficients for the seller
agent are equal to the ones used for the buyer agent. The weights are also identical, since the

target electricity volumes are the same. The latter are shown in table B3.

5.4 Results and Discussion

The seller initiated the negotiation process, thus sending the first offer. Table 577 shows
the proposals that were exchanged by the agents during negotiation. Specifically, eight pro-
posals were exchanged the seller accepted a proposal, because the latest received proposal
from the buyer (t=7) meant a higher utility value than the next computed proposal (which
would be sent to the seller on t=8).

Table 58 shows side by side the results from the real pool market, on 20/ June 2012 and
the prices from the agreement reached in the case study. There is a great deal of similarity
between both sets of values, indicating that the results obtained by NSEM, when the agents
use the Random Absolute Tit-For-Tat strategy, are meaningful. In other words, NSEM can
support, at least in part, real-life negotiation of bilateral contracts in electricity markets since
the prices of the agreement in bilateral negotiation should not differ drastically from the prices

obtained in pool markets.

Table 5.8: Market price and case study results

Period | Market Price [EUR/MWh] | Case Study [EUR/MWh]
1 54.21 54.16
2 54.30 54.25
3 62.92 62.86
4 58.57 58.52
5 56.17 56.12
6 57.36 57.31
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Table 5.7: Exchange of proposals towards finding an agreement

Step (t)

Seller

Buyer

Notes

Price 1 = 56.92 €/MWh
Price 2 = 57.02 €/MWh
Price 3 = 66.07 €/MWh
Price 4 = 61.50 €/MWh
Price 5 = 58.98 €/MWh
Price 6 = 60.23 €/MWh

G

Seller sends first proposal

C

Price 1 =52.04 €/MWh
Price 2 = 52.13 €/MWh
Price 3 = 60.40 €/MWh
Price 4 = 56.23 €/MWh
Price 5 =53.92 €/MWh
Price 6 = 55.07 €/MWh

Buyer sends a
counterproposal

Price 1 = 55.84 €/MWh
Price 2 = 55.93 €/MWh
Price 3 = 64.81 €/MWh
Price 4 = 60.33 €/MWh
Price 5 = 57.86 €/ MWh
Price 6 = 59.08 €/ MWh

G

Seller sends a
counterproposal

C

Price 1="52.91 €/MWh
Price 2 = 53.00 €/MWh
Price 3 =61.41 €/MWh
Price 4 = 57.17 €/MWh
Price 5 = 54.82 €/MWh
Price 6 = 55.99 €/MWh

Buyer sends a
counterproposal

Price 1 =54.97 €/ MWh
Price 2 = 55.06 €/MWh
Price 3 = 63.80 €/MWh
Price 4 = 59.39 €/MWh
Price 5 = 56.96 €/ MWh
Price 6 = 58.16 €/MWh

G

Seller sends a
counterproposal

C

Price 1=53.60 €/MWh
Price 2 = 53.69 €/MWh
Price 3 =62.22 €/MWh
Price 4 =57.92 €/MWh
Price 5 = 55.54 €/MWh
Price 6 = 56.72 €/MWh

Buyer sends a
counterproposal

Price 1 =54.286/MWh
Price 2 = 54.37€/MWh
Price 3 = 62.99€/MWh
Price 4 = 58.64€/MWh
Price 5 =56.24€/MWh
Price 6 = 57.43€/MWh

G

Seller sends a
counterproposal

C

Price 1 =54.16 €/MWh
Price 2 = 54.25 €/MWh
Price 3 = 62.86 €/MWh
Price 4 = 58.52 €/MWh
Price 5 =56.12 €/MWh
Price 6 = 57.31 €/MWh

Buyer sends a
counterproposal

ACCEPT

4

Seller accepts
counterproposal from t=7




Conclusions and Future Work

Contents
BT INSCHSSION . v v v v v v v e e o o o o o e oo o oo oo oo oo e 60
B2 FHIIEEWOTK .« & o v v v o e e e e e e e e e e e e e e e 61

59



6.1 Discussion

Multi-agent systems allow for the simulation and analysis of real-life complex domains.
Accordingly, the work in this dissertation used agent technology to develop the simulator
NSEM (Negotiation Simulator for the Electricity Market). At its heart, NSEM is a MAS
allowing to create autonomous agents capable of generating plans, detecting and validating
social conflicts, and negotiate mutually beneficial agreements.

For the purposes of this dissertation, the simulator was adapted to represent the negotia-
tion of bilateral contracts in the Electricity Market (EM), which was set as the first objective
of the work. NSEM’s use of BDI agents to plan actions, detect conflicts, complete several
prenegotiation tasks, and iteratively trade proposals to reach agreements, fulfill the second
and third objectives of this dissertation. The last objective was met with the development of
a case study, showing that NSEM) can help negotiating bilateral contracts in energy markets.

Let’s now look back at the research questions presented in section 2.

1. How to integrate an autonomous agent’s individual behavior (in particular, the capa-

bility to plan actions) with its social behavior (the capability to negotiate contracts) ?

The key concept for this integration is social conflict: conflict is the focal point of inter-
action, and the driving force of negotiation. The implementation of conflict detection and
validation procedures allows NSEM’s agents to plan and execute actions towards achieving

their design objectives.

2. Successful human negotiators often consider prenegotiation, i.e. planning and prepa-
ration for negotiation, a crucial factor for a successful negotiation outcome. How to develop

software agents able to effectively plan and prepare for negotiation?

The agents in NSEM execute several prenegotiation tasks, notably: definition of the issues
in the agenda, definition of target and limit values for each issue, definition of the preferences,
and selection of a strategy. All these tasks allow agents to be better prepared for the actual
negotiation phase, granting an awareness of the negotiation status quo — how close the agent
is to an agreement; is a received proposal more beneficial than a proposal the agent is about
to send; is the agent considering which items are more important; should the agent change its
strategy; how long to reach the deadline; is the agent at a point where the issues’ values are

no longer minimally acceptable.
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3. How to develop software agents capable of negotiating bilateral contracts in the [EM,

with prenegotiation on its foundation?

The implemented procedures to manage the actual negotiation tasks, i.e. proposal cre-
ation, proposal analysis, proposal submission, strategy implementation, and general negotia-
tion decision-making methods, consider directly the result of the aforementioned prenegotia-
tion tasks, making them a true basis for actual negotiation.

As stated previously, existing [EM simulators place emphasis on the negotiation process,
giving little attention to prenegotiation tasks. They may consider some isolated prenegotia-
tion tasks, such as the definition of limit and target values, but no attempt is normally made to
develop prenegotiation plans. Furthermore, the implementation of an individual BDDI struc-
ture for the agents is often disregarded, and conflict or any other possible driving force for
negotiation is ignored.

Over the last few years, the focus has been on actual negotiation, notably trading protocols
and negotiation strategies. NSEM focuses on prenegotiation, addressing a field that has been
neglected. Furthermore, NSEM’s modular structure allows for future extensions related to

the three main negotiation phases.

6.2 Future Work

For future work, we suggest the following additions and improvements to NSEM:

1. Homogenous Agents — A deeper analysis of the ultimate goals of NSEM should be per-
formed. Accordingly, it may prove useful to make both the buyer and the seller agents

similar in terms of capabilities (e.g., conflict detection and validation).

2. Agenda — During prenegotiation, a more complex agenda definition protocol should be

developed, for instance, similar to the negotiation protocol (alternating offers protocol).

3. Strategies — The actual negotiation phase should be expanded to include more negotiation
strategies, specifically strategies involving electricity volumes, and issues such as price
penalties and a deadline. More models for proposal evaluation should be adopted and

implemented (currently, NSEM considers one model).

4. User-Interface — The user-machine interface is one of the most important components
of NSEM, and its quality should be assured. Thus, exception/error handling should
be considered and the GITI should be tested for usability, granting a better and easier
experience to the user. Also, NSEM would benefit from the inclusion of different

tariffs, including an hourly rate.
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S. Networking — While the application allows for network connections, i.e. different agents
can run in different computers, whilst connecting to one computer running the mar-
ket agent, the environment specifications (such as network environments and firewall

settings) have not been sufficiently tested to establish this feature.

NSEM should be adapted and tested in different domains and business environments.
Noticeably, NSEM is currently being adapted to a supply chain negotiation environment, and
tested by considering a published case study [44]. A supply chain is a network of facilities
that performs the functions of acquisition of raw materials from suppliers, transformation of
these materials into final products, and the delivery of these products to customers. In future
software iterations, it may prove positive to make both buyer and seller equal in terms of
features (such as conflict detection), but a deeper analysis of ultimate goals for the simulator

should be performed.
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This appendix presents part of the source code of the buyer agent, namely various methods
implementing its life-cycle and interaction behavior. Also, this appendix presents part of
the Plan Template Library of the buyer agent, namely partial composite and primitive plan

templates.

A.1 Buyer’s State Management Method
The following method, from buyer.java, shows the buyer and its different internal phases:

public void executePhase (int phase) {

this.phase = phase;
switch (phase) {

case 0:
//Ask personal info to send to market agent;
input_gui.askPersonalInfo();
//read belifs about itself in file:
//Bgent Data\%agent-name%\beliefs %agent-name%.xml;
readBeliefs (getLocalName () ) ;
//add behaviour to contact market agent and await
//an opponent attribution;
addBehaviour (new AgentPairingProtocol());

break;

case 1:
//read belifs about opponent in file:
//Bgent Data\%opponent-name%\beliefs_$%opponent-name%.xml;
readBeliefs (getOpponent () .getLocalName () ) ;
setup_negotiation strategies();
//initiate GUI;
gui = new BuyerGui (this);
//Enable necessary buttons;
gui.guiEnableButtons (1);
//Read file Agent Data\%agent-name%\objectives.xml get
//objectives list;
//Read file Agent Data\%agent-name%\plan templates.xml
//create plan with
// a plan template identical to the first item in the

A-2



//cbjective list;
//Plan interpretation;
PlanCreationAndInterpretation();

gui.updateLog?2 ("*** Plan interpreted");
//Bdds two belifs to the agent’s belief system, one for the
//prices inteded to buy at, and one for the intended volumes;
createPriceVolumesBeliefString();

break;

case 2:
//1f during the intrepretation of the plan in phase 1, the
//simulator sees that arguments are requires to procced
//for one of the primitive plans (by using a ’'ask’ instead
//of the value in the plan templates) the simulator will
//wait for the user to initiate value setting, after those
//values are set, it will go to phase 3;
gui.guiEnableButtons (2);
gui.updateLog? ("*** User value input needed");

break;

case 3:
//Wait for user to initiate potential conflict detection;
gui.guiEnableButtons (3);

break;

case 4:
//1f the agent has a belief regarding the opponent’s selling
//price intention, it will
// go for phase 5, otherwise it will add a behaviour to ask
//the opponent for the prices
// and then go to phase 5;
gui.guiEnableButtons (4);
if (!opponentPricesVolumesExist ()) {
addBehaviour (new beliefRequestProtocol (getOpponent () .
getLocalName (), "prices"));
} else {
executePhase (5) ;

}

break;
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case 5:
//The agent will look for potential conflict between his
//intended buying prices
// and his belief about the seller’s intended selling prices;
//1f potential conflict is found, and prices received recently
//is true, it will
//  go to phase 7, if prices_received_recently is
//false, phase 6;
detectConflict();

break;

case 6:
//The agent adds a behavior to validate the conflict
//with the source,
//  the opponent;
addBehaviour (new conflictValidationProtocol());

break;

case 7:
//If the conflict was detected, the alternate plans are
//expanded here;
planner.createPlanAlternative (0);
gui.updateLog2 ("*** Alternate plans expanded");
executePhase (8) ;

break;

case 8:
//Wait for user to initiate agenda definition;
gui.guiEnableButtons (8);

break;

case 9:
//Initiates the agenda definition protocol
gui.guiFnableButtons (9);
addBehaviour (new agendaDefinitionProtocol());

break;

case 10:



//Wait for the user to define all the fields in the
//prenegotiation tab
gui.guiEnableButtons (10);

break;

case 11:
//wait for the user to initiate the negotiation
gui.guiEnableButtons (11);

break;

case 12:
//Initiates negotiation
BuyerNegotiation market buyer = new BuyerNegotiation (this);
market_buyer.purchase ("", ArrayListToArray (prices_target),
ArrayListToArray (prices_limit),
ArrayListToArray (volumes_ target),
negotiation strategy, deadline);

break;

A.2 Belief Management methods

The following methods are used to manage the agent’s own beliefs and the beliefs about

opposing agents

private HashMap<String, ArrayList<String>> beliefs_ about_others = new HashMap();
private ArrayList<String> beliefs_about_myagent = new ArrayList<String>();

protected void addBelif (String name, String belief) {

//while adding a belief, if one already exists with he same

A-5



A-6

//description, the new one replaces it;
if (name.equals("myagent") || name.equals(getLocalName())) {
if (searchBelief (getLocalName (), belief.split(";")[1]) != null) {
removePartialBelief (getLocalName (), belief.split(";")[1]);

}
getBelifsAboutMyAgent () .add (belief);

} else if (getBelifsAboutOthers () .containsKey (name)) {

if (searchBelief (name, belief.split(";")[1]) != null) {
removePartialBelief (name, belief.split(";")[1]);

ArrayList<String> list = getBelifsAboutOthers().get (name);

list.add (belief);
getBelifsAboutOthers () .put (name, list);

} else {
ArrayList<String> list = new ArrayList<String>();
list.add (belief);
getBelifsAboutOthers () .put (name, list);

protected boolean beliefExists(String name, String belief) {
//checks if the belief is owned by the agent (must be completely equal,
//not just the description);
if (name.equals ("myagent") || name.equals(getLocalName())) {
for (int i = 0; 1 < getBelifsAboutMyAgent ().size(); it++)
if (getBelifsAboutMyAgent () .get (i) .equals(belief)) {

return true;

} else if (getBelifsAboutOthers().containsKey (name)) {
for (int 1 = 0; 1 < getBelifsAboutOthers().get (name).size(); it+)
if (getBelifsAboutOthers () .get (name) .get (i) .equals (belief)) {

return true;

{



}

return false;

protected String searchPartialBelief (String name, String part_belief) {

//checks if any beliefs currently owned by the agent contains the

//segment in part belief, if so returns it;

if ((name.equals("myagent") || name.equals(getLocalName())) &&
!getBelifsAboutMyAgent () .isEmpty () {

for (int 1 = 0; 1 < getBelifsAboutMyAgent ().size(); it++) {
if (getBelifsAboutMyAgent () .get (i) .contains (part_belief)) {
return getBelifsAboutMyAgent () .get (i);

} else if (getBelifsAboutOthers().containsKey (name)) {
for (int 1 = 0; 1 < getBelifsAboutOthers().get (name).size(); it+) {
if (getBelifsRAboutOthers().get (name).get (i).
contains (part_belief)) {
return getBelifsAboutOthers () .get (name).get (1);

}

return null;

protected String searchBelief (String name, String belief header) {
//checks if the belief is owned by the agent (must be completely equal)
//and returns it;
if ((name.equals("myagent") || name.equals(getLocalName())) &&
!getBelifsAboutMyAgent () .isEmpty ()) {
for (int 1 = 0; 1 < getBelifsAboutMyAgent ().size(); it++) {
if (getBelifsAboutMyAgent () .get (i) .split (";") [1].
equals (belief header)) ({
return getBelifsAboutMyAgent () .get (i);
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} else if (getBelifsAboutOthers().containsKey (name)) {
for (int 1 = 0; 1 < getBelifsAboutOthers().get (name).size(); it+)
if (getBelifsAboutOthers().get (name).get (1) .split (";") [1].
equals (belief header)) ({
return getBelifsAboutOthers() .get (name) .get (i);

}

return null;

protected void removeBelief (String name, String belief) ({
//removes the exact belief received in the string;
if (name.equals ("myagent") || name.equals(getLocalName())) {
for (int 1 = 0; 1 < getBelifsAboutMyAgent ().size(); it++) {
if (getBelifsAboutMyAgent () .get (i) .equals(belief)) {
getBelifsAboutMyAgent () .remove (i) ;

} else if (getBelifsAboutOthers().containsKey (name)) {
for (int 1 = 0; 1 < getBelifsAboutOthers().get (name).size(); it+)
if (getBelifsAboutOthers () .get (name) .get (i) .equals (belief)) {
getBelifsAboutOthers () .get (name) . remove (i) ;
if (getBelifsAboutOthers() .get (name) .isEmpty()) {
getBelifsAboutOthers () . remove (name) ;

return;

protected void removePartialBelief (String name, String part_blief) {

{

{



//removes a belief that partially contain the received belief
if (name.equals ("myagent") || name.equals(getLocalName()))
for (int i = 0; 1 < getBelifsAboutMyAgent ().size(); it++) {
if (getBelifsAboutMyAgent () .get (i) .contains (part_blief)) {
getBelifsAboutMyAgent () .remove (i) ;

}
} else if (getBelifsAboutOthers().containsKey (name)) {
for (int 1 = 0; 1 < getBelifsAboutOthers().get (name).size(); it+) {
if (getBelifsRboutOthers().get (name).get (i).
contains (part_blief)) {
getBelifsAboutOthers () .get (name) . remove (i) ;
if (getBelifsAboutOthers().get (name) .isEmpty()) {
getBelifsAboutOthers () .remove (name) ;

return;

A.3 Conflict Validation Protocol

The following TADH behavior is the Conflict Validation Protocol, from the buyer’s point

of view:

private class conflictValidationProtocol extends Behaviour {

ACIMessage msqg_rcv;

ACIMessage reply;

MessageTemplate mt = MessageTemplate.and (
MessageTemplate.MatchOntology ("market_ontology"),
MessageTemplate.MatchProtocol ("conflict_validation"));

private int step = 0;

String opponent_price_belief = "";

private boolean conflict = true;
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@Override
public void action() {
switch (step) ({

case 0:
ACIMessage msg_init = new ACIMessage (ACLMessage.REQUEST) ;
msg_init.setContent ("init_conflict_wvalidation");
msg_init.setOntology ("market_ontology");
msg_init.setProtocol ("no_protocol");
msg_init.addReceiver (getOpponent () ) ;
msg_init.setReplyWith (String.valueOf (

System.currentTimeMillis()));

// Sends a request for conflict validation
send (msg_init);
printMessage (msq_init, false, "Conflict validation"

+ " protocol initiation request");

mt = MessageTemplate.and (MessageTemplate.and(
MessageTemplate.MatchOntology ("market_ontology"),
MessageTemplate.MatchProtocol (
"conflict_validation")),
MessageTemplate.MatchInReplyTo (
msg_init.getReplyWith()));

step = 1;

block();

break;
case 1:

//receives an agree for conflict validation
msg_rcv = myAgent.receive (mt);
if (msg_rcv != null) {
if (msg_rcv.getPerformative() == ACIMessage.AGREE) {
printMessage (msg_rcv, true, "Protocol "
+ "initiation agreement");
opponent_price belief = searchBelief (getOpponent () .

getLocalName (), "prices");
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reply = msq_rcv.createReply();
reply.setPerformative (ACLMessage.QUERY_IF);
reply.setContent (opponent_price belief);

//sends a query-if to check if

//prices belief is correct

send (reply) ;

printMessage (reply, false, "Seller prices for"

+ " confirmation");

mt = MessageTemplate.and (MessageTemplate.and (
MessageTemplate.MatchOntology (
"market_ontology"),
MessageTemplate.MatchProtocol (
"conflict_validation")),
MessageTemplate.MatchInReplyTo (
reply.getReplyWith()));

step = 2;

} else if (msg_rcv.getPerformative ()
= ACIMessage.REFUSE) {
step = 4;

}
block () ;

break;

case 2:

//Receives either a confirm or a disconfirm for the
//prices belief

msg_rcv = myAgent.receive (mt);

if (msq_rcv.getPerformative() == ACIMessage.CONFIRM) {
printMessage (msg_rcv, true, "Prices confirmed");
reply = msg_rcv.createReply();
reply.setPerformative (ACIMessage. INFORM) ;

reply.setContent ("conflict_exists");
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//sends an inform that the conflict is validated
send (reply) ;
printMessage (reply, false, "There is a conflict");
removePartialBelief (msg_rcv.getSender () .getLocalName (),
"in potential conflict");
addBelif (msg _rcv.getSender () .getLocalName (),
msg_rcv.getSender () .getLocalName ()
+ ";in conflict");
step = 4;
break;
} else if (msg_rcv.getPerformative ()
= ACIMessage.DISCONFIRM) {
printMessage (msg_rcv, true, "Prices disconfirmed");
reply = msqg_rcv.createReply();
reply.setPerformative (ACIMessage.REQUEST) ;
reply.setContent ("prices");
//sends a request for prices
send (reply) ;
printMessage (reply, false, "Opponent prices");

step = 3;

mt = MessageTemplate.and (MessageTemplate.and (
MessageTemplate.MatchOntology ("market_ontology"),
MessageTemplate.MatchProtocol (
"conflict_wvalidation")),
MessageTemplate.MatchInReplyTo (
reply.getReplyWith()));

block () ;

break;

case 3:

//Receives updated prices

msg_rcv = myAgent.receive (mt);

if (msg_rcv.getPerformative() == ACIMessage.INFORM) {
printMessage (msg_rcv, true, "Seller’s prices");
removePartialBelief (msq rcv.getSender () .getLocalName (),

"prices");
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addBelif (msg_rcv.getSender () .getLocalName (),
msg_rcv.getContent () );

if (reDetectConflict()) {
reply = msqg_rcv.createReply();
reply.setPerformative (ACLMessage . INFORM) ;
reply.setContent ("conflict_exists");
printMessage (reply, false, "Conflict detected");

} else {
reply = msqg_rcv.createReply();
reply.setPerformative (ACLMessage. INFORM) ;
reply.setContent ("no_conflict_exists");
conflict = false;

printMessage (reply, false, "No conflict detected");

}
send (reply) ;
step = 4;

break;

case 4:

ACIMessage msg_end = new ACIMessage (ACLMessage.INFORM) ;
msg_end. setContent ("end conflict_validation");
msg_end. setOntology ("market_ontology");
msg_end. setProtocol ("conflict_validation");
msg_end.addReceiver (getOpponent () ) ;
send (msg_end) ;
printMessage (msg_end, false, "Conflict validation"
+ " protocol ending");
step = 5;

break;

@Override
public boolean done() {
if (step = 5) {
if (conflict) {
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executePhase (7) ;
} else {
executePhase (3);
}
return true;
} else {

return false;

A.4 Stored Plan Templates

The follow excerpt is presented in XMTI. It represents the negotiation plan template
“buy_energy’ present in the Plan Template Library (plan_templates.xml) from the buyer
agent named Johnpoe.

<pt>

<header>[buy_energy]</header>
<type>composite</type>

<body>

<body_header> [prices]</body_header>
<body_header> [volumes]</body_header>
<body_header>[extras]</body_header>
</body>

</pt>

The follow excerpt is a composite plan template “prices” referenced in the previous plan

template Buygnergy:

<pt>

<header> [prices]</header>

<type>composite</type>

<body>

<body_header>[price 1, [value, 52.04]]</body_header>

<body_header>[price 2, [value,52.13]]</body_header>

<body_header>[price 3, [value, 60.40]]</body_header>

<body_header>[price 4, [value, 56.23]]</body_header>
[ [ 1]

<body_header>[price_ 5, [value, 53.92]]</body_header>
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<body_header>[price 6, [value, 55.07]]</body_header>
</body>

</pt>

<pt>

The follow excerpt is a primitive plan template “Price] referenced in the previous plan

template Prices:

<pt>

<header>[price_1, [value,argl]]</header>
<type>primitive</type>

<body>

<body_variable>[set_price 1, [argl]]</body variable>
</body>

</pt>

Finally, we have two plan templates with the same header — “extras”. This means only
one of these plan templates will be added to the plan during plan selection. The other, will be

added as an alternative plan (as detailed in subsection B5372):

<pt>

<header> [extras]</header>
<type>composite</type>

<body>
<body_header>[no_extras]</body_header>
</body>

</pt>

<pt>

<header>[extras]</header>
<type>composite</type>

<body>
<body_header>[penalty_prices]</body_header>
</body>

</pt>
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