All-Optical Radiation Reaction at $10^{21}$ W/cm$^2$
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Using full-scale 3D particle-in-cell simulations we show that the radiation reaction dominated regime can be reached in an all-optical configuration through the collision of a $\sim$1 GeV laser wakefield accelerated electron bunch with a counterpropagating laser pulse. In this configuration the radiation reaction significantly reduces the energy of the particle bunch, thus providing clear experimental signatures for the process with currently available lasers. We also show that the transition between the classical and quantum radiation reaction could be investigated in the same configuration with laser intensities of $10^{21}$ W/cm$^2$.
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Radiation reaction is the change of momentum of a charged particle while it radiates. This apparently simple problem has many subtleties and it remains a long-standing fundamental question yet to be fully understood [1,2]. The Lorentz-Abraham-Dirac (LAD) equation was an attempt to self-consistently account for the radiation reaction in the classical regime [3]. However, this equation contains unphysical runaway solutions and violates the causality principle, which gave rise to various alternative models to account for this effect [2,4–7]. In particular, the model proposed by Landau and Lifshitz (LL) [4] contains all the physical solutions of the LAD equation [8], is free of the problems aforementioned [8,9], and is therefore a strong candidate to describe the classical radiation reaction.

There is also a strong debate about the threshold at which the quantum effects prevail [5,6,10]. Former experimental studies observed pair production in a 53 GeV electron beam interacting with a $10^{18}$ W/cm$^2$ intensity laser, but their parameters were such that the average energy loss per electron was only on the order of a few percent due to the low photon emission rate. Once emitted, a single photon could carry tens of GeV in energy, with high probability of decaying into an $e^+e^-$ pair [11,12]. This is the so-called “QED dominated regime.” Here, we are interested in the radiation reaction dominated regime, where electrons give a small fraction of their energy to a single photon, but lose a notable amount of energy due to repeated photon emission. Many synchrotrons operate in this regime, so they have to reaccelerate the electrons to compensate for the energy lost to radiation.

Additional experimental configurations to explore the radiation reaction could enable us to study various aspects of this process in detail. Some experimental schemes with lasers towards this direction have recently been proposed [13,14], but a configuration where the radiation reaction dominated regime would have clear signatures remains to be identified and thoroughly tested. In this Letter, we identify a radiation reaction dominated regime using state-of-the-art lasers with intensities $\sim 10^{21}$ W/cm$^2$. Using three-dimensional full-scale $ab\ initio$ particle-in-cell simulations, we explore an all-optical scheme based on head-on scattering a laser pulse off a laser wakefield accelerated (LWFA) GeV electron bunch. Electron bunches with 1.5 GeV energy and 100 pC charge have already been obtained experimentally in 1 cm long plasmas [15–17] in LWFA. Also, hard photons (a few hundreds of keV) were experimentally produced from a LWFA-accelerated electron beam interacting head-on with a laser pulse [18], which clearly indicates that this configuration is feasible. It is the purpose of this work to explore the classical radiation reaction effects for currently available laser and plasma parameters, and to identify signatures of this process. We find that the head-on collision between a LWFA generated electron bunch with energy 0.5–1.5 GeV, and a counterpropagating scattering laser pulse of intensity $10^{20}$–$10^{22}$ W/cm$^2$ (Fig. 1) leads to significant electron beam energy loss and energy-spread reduction that can be

FIG. 1 (color online). All-optical radiation reaction configuration. A moderate intensity laser is used to generate the laser wakefield where the electrons are self-injected and accelerated. A counterpropagating ultrahigh intensity laser pulse collides head-on with the energetic electron bunch in vacuum after it leaves the plasma (cf. Supplemental Material, Movie 3 [19]).
easily detected in an experiment. The interaction is accompanied by hard x-ray emission. Effects such as the ponderomotive push away from the laser and relativistic mass shift are intrinsically included in our simulations and they would not hinder the observation of the radiation reaction in this configuration.

We start by analytically estimating how much energy the electrons lose during the interaction with the scattering laser pulse. For the sake of completeness, we examine the total radiated power (averaged over the solid angle) for a single electron undergoing Compton scattering in a plane electromagnetic wave [20] given by

$$ P = -\frac{d(\gamma mc^2)}{dt} = e\sigma_C \gamma^2 (1 - \beta \cos \theta)^2 U_{PH} $$  \hspace{1cm} (1)

where $\sigma_C$ is the Compton cross section (for the case of ultrarelativistic electrons, the Compton scattering cross section converges to the Thompson cross section $\sigma_C \approx \sigma_T = 8\pi r_0^2/3$), $r_0 = e^2/mc^2$ is the classical electron radius, $e$ is the elementary charge, $m$ is the electron mass, $\gamma$ is the electron Lorentz factor, $\theta$ is the angle between the $\mathbf{k}$ vector of the counterpropagating electromagnetic wave and $\beta$, the electron velocity normalized to $c$, and $U_{PH} = (E^2 + B^2)/8\pi$ is the energy density of the electromagnetic field. Equation (1) is valid for $\gamma a_0 \ll mc^2$ ($\omega_0$ is the frequency of the electromagnetic wave), i.e., when in its rest frame the electron still undergoes the classical Thompson scattering. For an ultrarelativistic electron $|\beta| \approx 1$, and Eq. (1) becomes

$$ \frac{dy}{dt} = -\frac{e^2 a_0^2}{3mc^2} (1 - \cos \theta)^2 a_0^2 \theta^2. $$  \hspace{1cm} (2)

where $a_0 = eA/mc^2$ is the normalized vector potential. In a plane wave with constant amplitude, Eq. (2) can be integrated to give $\gamma(t) = \gamma_0/(1 + at\gamma_0)$, where $a = (e^2 a_0^2/3mc^2)(1 - \cos \theta)^2 a_0^2$. Assuming the laser pulse is a plane wave with a temporal envelope $a_0(t)$, integration of Eq. (2) yields an estimate for the final electron energy after interacting with the scattering laser

$$ \gamma_f = \frac{\gamma_0}{1 + k\gamma_0}, \quad k = (1 - \cos \theta)^2 \frac{\eta e^2 a_0^2}{3 mc^2} a_0^2 \tau_0. $$  \hspace{1cm} (3)

where $\gamma_0$ and $\gamma_f$ are the initial and the final relativistic factor of the electron, $\tau_0$ is the scattering laser pulse duration at FWHM in the laser fields, and $a_0$ is the peak normalized vector potential of the scattering laser. The crossing time between the laser and the electrons is $\approx \tau_0/2$. The factor $\eta \approx 0.4$ accounts for the different temporal profiles where, for instance, $\eta = 0.375$ for an envelope $a_0(t) = a_0 \sin^2(\pi/2\tau_0)$, and $\eta = 0.392$ for the polynomial envelope we have used in the simulations (described later with other simulation parameters). The coefficient $k$ depends only on the scattering laser, and can be written in a more convenient way as

$$ k = 3.2 \times 10^{-5} I_0 [1022 \text{ W/cm}^2] \tau_0 [\text{fs}] (1 - \cos \theta)^2, $$

where $I_0$ is the scattering laser peak intensity. We can now relate the properties of the electron bunch with those of the plasma when a laser drives a LWFA [21]. The estimated output electron energy from a LWFA stage in the blowout regime is determined by $\gamma_0 = (2/3)(\omega_{LD}/\omega_p)^2 a_{LD}$, where $\omega_{LD}$ and $a_{LD}$ are the frequency and the normalized vector potential of the laser driver, and $\omega_p = (4\pi n_e e^2/m)^{1/2}$ is the electron plasma frequency of the background plasma ($n_e$ is the electron density). In a typical matched LWFA, the laser frequency $\omega_L$ takes values between 10 $\omega_p$ and 100 $\omega_p$. For a head-on collision, where $1 - \cos \theta \approx 2$, Eq. (3) shows that an electron beam loses 50% of the energy in the interaction with the scattering laser when $1 \approx k\gamma_0 = 0.073\times I_0 [1022 \text{ W/cm}^2] \tau_0 [\text{fs}] \sqrt{I_{LD} [1022 \text{ W/cm}^2]} (\omega_{LD}/\omega_p)^2$, which can be easily achieved ($I_{LD}$ is the intensity of the driver laser).

Equation (3) also shows that the electron energy spread decreases during Compton scattering in this configuration, since faster electrons radiate a larger percentage of their energy than the less energetic ones. For a quasimonoelectric electron beam the relative energy spread decreases at the same rate as the mean energy viz.

$$ \frac{\delta\gamma_f}{\gamma_f} = \frac{1}{1 + k\gamma_0} \frac{\delta\gamma_0}{\gamma_0}. $$  \hspace{1cm} (4)

During the interaction with the scattering laser, the electron energy is converted into radiation. For relativistic electrons, the radiation is confined within a narrow angle that scales with $1/\gamma$ around the propagation direction. In our setup, the counterpropagating laser is linearly polarized in the $x_3$ direction, and propagates in the negative $x_4$ direction. The electrons wiggle in the laser polarization plane, and the maximum angle of the electron momentum with respect to the initial propagation direction is $p_3/p_1 \approx a_0/\gamma$. Then, the maximum angle for the radiation of a single electron from LWFA with $\gamma \approx \gamma_0$ is given by

$$ \theta_{rad} = (3a_0/2a_{LD}) (\omega_p/\omega_{LD})^2. $$

The total number of backscattered photons during the interaction with the laser can be estimated according to $N_f = N_e N_{col}$, where $N_{col}$ is the number of single photon-electron collisions per electron, and $N_e$ is the number of electrons in the beam. The collision number can be obtained using the Compton cross section and the Poynting flux in the average electron rest frame [20]

$$ N_{col} = \frac{e^2 a_0^2 a_0}{8\pi c \hbar} \tau_0 = 1.72 \times 10^{-3} a_0^2 \tau_0 [\text{fs}] \left( \frac{1 \text{mm}}{\lambda_0} \right). $$  \hspace{1cm} (5)

where $\lambda_0$ is the wavelength of the scattering laser. Equation (5) does not depend on the electron initial energy, but only on the photon density (laser intensity). Taking the
number of self-injected electrons in a matched LWFA, given by \(N_e \approx (1/30)(2/\sqrt{\alpha \Delta})^3(1/k_{p}r_{0})\), where \(k_{p} = \omega_{p}/c\) is the plasma wave number, we can then estimate the total number of single-scattering photons. This yields approximately \(N_e \approx 1.497 \times 10^{12} \times I_0(10^{22} W/cm^2) \lambda_0[\mu m] \tau_0[10 fs] \times I_{LD}^{3}(10^{22} W/cm^2) \lambda_{LD}^{3/2}[\mu m] \lambda_{p} [\mu m]\), where \(\lambda_{LD}\) is the wavelength of the driver.

Ideally, the goal would be to observe radiation reaction signatures in the radiated spectrum. However, this may be impossible due to several reasons. First, for a head-on collision of an electron and an electromagnetic wave with \(a_0 \gg 1\), the photons are radiated in the nonlinear regime, where many harmonics appear. The fundamental frequency on-axis (first harmonic) here is given by \(\omega_R = 4a_0\omega^2/\alpha\), where \(\alpha = 1 + a_0^2/2\) for linear and \(\alpha = 1 + a_0^2\) for circular laser polarization. Classically, this can be seen as a double Doppler shift of the laser photon due to the parallel component of the electron motion [22]. In QED, \(\alpha\) comes from the electron relativistic mass shift [23,24]. Second, in a realistic laser pulse, electrons feel a different intensity over time, so the fundamental frequency also varies with time. This means that all the harmonics shift their positions in the frequency spectra. Note that \(N_e\) estimates the number of photons in the first harmonic from the whole interaction with the laser pulse, but this part of the signal on the detector might be indistinguishable from the other harmonics. The lowest expected fundamental frequency is on the order of \(\omega_R = (16/9)(\omega_{LD}/\omega_p)^2\lambda_{LD}^2\alpha_0^2/(1 + a_0^2/2)\), and for high \(\alpha_0\) we can expect more radiation at higher harmonics. For the GeV-class electron bunches with 30 fs laser pulses with \(I_0 = 10^{21} W/cm^2\), the lowest energy photons could be on the order of 44 keV, and \(N_e \approx 10^{11}\). Third, the main effect of the radiation reaction is the slowdown of the colliding photons, which in turn smears out the possible radiation signatures even more. In fact, as shown by Eqs. (1)–(3), in the aforementioned case the electron bunch energy decreases by more than 40%—this gives a clear and reliable signature to measure in laboratory conditions.

We now explore this configuration resorting to 3D full-scale particle-in-cell (PIC) simulations, over a wide range of parameters encompassing current and near future laser technology. In OSIRIS [25], a set of computational particles is moved under the action of electromagnetic field: this is done by first depositing the current density on a spatial grid, then solving Maxwell’s equations on the same grid and computing the force accelerating each particle by interpolation of the field values on the position of the particle. As a fully relativistic PIC code, OSIRIS incorporates the relativistic mass shift, but does not include binary collisions or effects such as pair production. To include the classical radiation reaction, we have replaced the standard Lorentz force (LF) in the particle pusher with the LL equation [26]. Benchmarks shown in Supplemental Material [19] illustrate the effects of including LL over LF, and confirm that the effects explored in this Letter can only be attributed to the radiation reaction. By simulating Gaussian laser pulses in three dimensions, we include all the ponderomotive effects that might lead to electron beam breakup. We define the transverse spot size as \(1/e\) in the fields, and the longitudinal laser envelope rises as \(10^3 - 15\tau^4 + 6\tau^6\), where \(\tau = \sqrt{2t_0}\) and \(t_0\) is the pulse duration at FWHM. Laser parameters for different simulations are summarized in Table I, while the plasma and technical simulation parameters are summarized in the Supplemental Material, Table 1 [19]. Lasers \(a, b, c\) were used in the LWFA stage to accelerate electrons, which, after leaving the plasma, interacted with intense scattering lasers \(A-E\) in vacuum.

The scattering laser pulses spot sizes (10 \(\mu m\)) are much wider than the transverse width of the LWFA electron bunches (on the order of 2 microns) to guarantee that all the electrons in the bunch interact with an approximately uniform transverse laser profile (cf. Supplemental Material, Movie 3 [19]). Thus Eqs. (1)–(3) can be employed to estimate the electron energy loss in the interaction. Large energy losses (40% for 1 GeV electrons colliding with a \(10^{21} W/cm^2\) laser) can be easily measured in an experiment, even if the electron bunch is not quasimonenergetic (see Fig. 2 and the Supplemental Material, Fig. 1 [19]). Excellent agreement between analytical and numerical results is obtained, as shown in Fig. 3. The \(\chi_p\) parameter in Fig. 3 represents the ratio between the maximal laser electric field amplitude in the electron rest frame and the critical Schwinger field [27], and the curve corresponding to \(\chi_p = 1\) marks the theoretical transition

<table>
<thead>
<tr>
<th>Laser driver</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_{LD})</td>
<td>4</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Spot - (W_{LD}) [(\mu m)]</td>
<td>13</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>Duration - (\tau_{LD}) [fs]</td>
<td>42.4</td>
<td>60.0</td>
<td>73.3</td>
</tr>
<tr>
<td>Power - (P_{LD}) [PW]</td>
<td>0.044</td>
<td>0.349</td>
<td>0.658</td>
</tr>
<tr>
<td>Energy - (E_{LD}) [J]</td>
<td>1.855</td>
<td>21</td>
<td>48.2</td>
</tr>
<tr>
<td>Intensity - (I_{LD}) [(10^{20}) W/cm²]</td>
<td>0.22</td>
<td>0.88</td>
<td>1.1</td>
</tr>
<tr>
<td>(\omega_{LD}/\omega_p)</td>
<td>20</td>
<td>20</td>
<td>23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scattering laser</th>
<th>(A)</th>
<th>(B)</th>
<th>(C)</th>
<th>(D)</th>
<th>(E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_0) [(\mu m)]</td>
<td>8.55</td>
<td>17.1</td>
<td>27.0</td>
<td>54.0</td>
<td>85.5</td>
</tr>
<tr>
<td>(\tau_0) [fs]</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>(P_0) [PW]</td>
<td>0.123</td>
<td>0.491</td>
<td>1.23</td>
<td>4.91</td>
<td>12.3</td>
</tr>
<tr>
<td>(E_0) [J]</td>
<td>4</td>
<td>16.4</td>
<td>40.8</td>
<td>164</td>
<td>410</td>
</tr>
<tr>
<td>(I_0) [(10^{20}) W/cm²]</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>40</td>
<td>100</td>
</tr>
</tbody>
</table>

Table I. Laser parameters for the parameter scan. LWFA with lasers \(a, b, c\) and plasma slabs with density of the order \(10^{20} cm^{-3}\) are simulated in matched conditions for the blowout regime [21], leading to acceleration of 0.5, 1, and 1.5 GeV electron bunches, respectively. As they leave the plasma, electron bunches are scattered by counterpropagating lasers \(A, B, C, D, E\). All the lasers have wavelengths of 1 \(\mu m\).
slightly during the laser interaction, but not enough to experimentally unexplored to date. Electron energy loss in combination with multi-GeV electron bunches, will intensity in the range class LWFA electron beams, coupled with a scattering laser with scan based on FIG. 3 (color online). Electron beam energy loss. Parameter between the classical radiation reaction dominated regime and the QED regime [28]. Figure 3 shows that the near-future laser technology with intensities above $10^{22}$ W/cm$^2$, in combination with multi-GeV electron bunches, will approach the QED regime while having $\sim 80\%$ average electron energy loss—this will give an insight to physics experimentally unexplored to date.

The electron beam emittance and divergence can change slightly during the laser interaction [30], but not enough to jeopardize the beam detection. Emittance growth due to beam electron-plasma ion interaction is negligible, as well as the electron-electron collisions within the beam [31,32]. Lasers with nonideal transverse intensity profiles may change the output energy of LWFA electrons [33], but this also would not affect the observation of radiation reaction signatures as long as the beam spectra is characterized (e.g., in terms of the peak energy of the beam).

To evaluate a single electron radiation output, we can numerically integrate test electron trajectory in the laser field with and without accounting for the radiation reaction in otherwise identical conditions (see Fig. 4). A postprocessing diagnostic JRAD [34] uses the phase-space trajectory of the electrons to calculate the total energy received in each pixel of a virtual detector located 4 cm in front of the interaction region. The detector receives in total 493 MeV when the radiation reaction is not included in the electron motion [Fig. 4(a)], and 311 MeV if the radiation reaction is accounted for [Fig. 4(b)]. The total energy loss of the test electron due to the radiation reaction is 315 MeV [Fig. 4(d)]. This means that the purely classical calculations, which ignore the radiation reaction, overestimate the total emitted radiation in this scenario and lead to results that violate energy conservation laws. As expected, the energy lost by the electron when accounting for the radiation reaction is fully consistent with the photon energy captured on the detector. Figure 4(c) shows the radiated energy of the 1 GeV electron beam interacting with the laser of intensity $I = 10^{21}$ W/cm$^2$ (combination b-c from Table I). The beam from the PIC simulation is represented by a 1% random sample and the detector captures over 99% of the energy lost by these electrons.

Analytical estimates, full-scale 3D PIC simulations including the radiation reaction and a postprocessing radiation diagnostic, all consistently predict the same electron energy loss, which is measurable in present-day laboratory conditions, and thus provide a direct signature for radiation reaction and a path to explore the classical to quantum radiation reaction transition.

FIG. 2 (color online). LWFA electron beam profile initially, and after interaction with two different lasers. The initial beam profile given in red, and after interacting with a $10^{21}$ W/cm$^2$ laser (in green) or after interacting with a $4 \times 10^{21}$ W/cm$^2$ (in blue). The peak positions are in agreement with the theoretical predictions of Eq. (3).

FIG. 3 (color online). Electron beam energy loss. Parameter scan based on *ab initio* full scale PIC simulations for different experimental conditions that correspond to 0.5, 1, and 1.5 GeV—class LWFA electron beams, coupled with a scattering laser with intensity in the range $10^{20}$–$10^{22}$ W/cm$^2$. Curves represent the theoretical prediction of Eq. (3), and each cross represents one simulation result. For reference, the theoretical curves for higher energy electron beams from Ref. [29] are also given; the dashed black line corresponds to the value $\chi_c = 1$.

FIG. 4 (color online). Radiation. The radiated energy captured on a virtual detector (a) without and (b) with radiation reaction; evolution of the corresponding electron energy vs longitudinal position, without (c) and with (d) the radiation reaction; (e) radiated energy from an OSIRIS simulation of a 1 GeV electron bunch interacting with laser C. Note the horizontal scale change, so a single electron contribution is a thin vertical line here.
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