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No-reference quality assessment
of H.264/AVC encoded video
Tomás Brand̃ao, Student Member, IEEE,and Maria Paula Queluz

Abstract—This paper proposes a no-reference quality assess-
ment metric for digital video subject to H.264/AVC encoding.
The proposed metric comprises two main steps: coding error
estimation and perceptual weighting of this error. Error estimates
are computed in the transform domain, assuming that DCT coef-
ficients are corrupted by quantization noise. The DCT coefficient
distributions are modeled using Cauchy or Laplace probability
density functions, whose parameterization is performed using
the quantized coefficient data and quantization steps. Parameter
estimation is based on a maximum-likelihood estimation method
combined with linear prediction. The linear prediction scheme
takes advantage of the correlation between parameter values
at neighbor DCT spatial frequencies. As for the perceptual
weighting module, it is based on a spatio-temporal contrast
sensitivity function applied to the DCT domain that compensates
image plane movement by considering the movements of the
human eye, namely smooth pursuit, natural drift and saccadic
movements. The video related inputs for the perceptual model are
the motion vectors and the frame rate, which are also extracted
from the encoded video. Subjective video quality assessment tests
have been carried out in order to validate the results of the metric.
A set of eleven video sequences, spanning a wide range of content,
have been encoded at different bitrates and the outcome was
subject to quality evaluation. Results show that the quality scores
computed by the proposed algorithm are well correlated with the
mean opinion scores associated to the subjective assessment.

Index Terms—Video quality, Image quality, No-reference met-
ric, H.264, Parameter estimation.

I. I NTRODUCTION

OVER the last years, quality assessment of digital video
has become an increasingly important matter, espe-

cially due to the transmission of video contents over the
internet and mobile networks [1], [2]. Since human viewers
are the target consumers for video communications products,
they are the most reliable source for assessing their quality.
However, gathering video quality assessment data from the
human viewers is not an easy task, since it requires the
completion of subjective quality tests. A standardization of
the procedures for conducting these tests is described in ITU
recommendations [3], [4] and the quality scores that result
from such experiments are usually addressed to assubjective
scoresor mean opinion scores(MOS). Subjective tests must be
carried out in a controlled environment and they require quality
judgments performed by several viewers. Thus, subjective
quality scores are hard to get and they cannot be used in real-
time applications.
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An alternative to subjective quality assessment is to auto-
matically score video quality usingobjective metrics. Most
of the research performed in this field has been focused
on the development offull reference (FR) metrics (some
examples in [5]–[9]), which require both the original and
the distorted video data to compute the quality scores. FR
metrics are typically used for benchmarking image and video
processing algorithms, such as lossy encoding or watermarking
techniques, and media distribution networks during the testing
phases. However, FR metrics are not suitable for monitoring
the quality of received media once the distribution networkis
setup and starts working, since the original data is usuallynot
available at the receiver.

It is thus desirable to have a quality measurement system at
the receivers that is able to provide quality feedback without
requiring the reference signals. This has led to an increased
research effort onno-reference(NR) quality metrics [10]–
[17] and reduced reference(RR) quality metrics [18]–[21].
NR metrics rely on the received media only. RR metrics can
be placed between FR and NR metrics: information about
the reference is sent through a side information channel and
is used at the receiver for computing the objective quality
scores. RR and NR quality metrics for video may contribute
to enabling new services and applications, such asquality of
experience(QoE) monitoring, scalable billing schemes, and
real-time adjustment of streaming parameters as a functionof
the perceived quality.

The method proposed in this paper assesses video quality
without requiring any knowledge about the original signal,
thus belonging to the NR quality metrics class. In short,
it consists of local error estimation followed by perceptual
spatio-temporal error weighting and pooling.

Error estimates rely on statistical properties of the block-
baseddiscrete cosine transform(DCT) coefficient data. Since
the proposed metric belongs to the no-reference class, it is
necessary to accurately estimate the distribution of the original
DCT coefficients using the received (corrupted) coefficient
data. Related work on video coding error estimation is pre-
sented in [14]–[17]. In [14], Turagaet al. were probably the
first authors to propose a no-reference image quality assess-
ment algorithm that estimates videopeak signal-to-noise ratio
(PSNR) based on the statistical properties of DCT coefficients.
Their work is oriented to MPEG-2 encoded video and the
statistical distribution of the DCT coefficients are modeled
using Laplaceprobability density functions(PDFs). However,
as the number of DCT coefficients quantized to zero values
increases, the estimation of the Laplace density parameter
becomes inaccurate. Aware of this situation, Ichigayaet al.
proposed in [15] an improvement for the DCT coefficient
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distribution model by using a weighted mixture of Laplacian
PDFs: one is computed by considering all quantized coefficient
values and the other is computed by considering the non-zero
quantized values only. However, the method in [15] still fails
when all DCT coefficients at the same frequency are quantized
to zero.

In a more recent work [16], Eden proposes a PSNR es-
timation method for H.264 encoded video sequences. The
coefficients’ distributions are modeled according to Laplace
densities, using a low complexity algorithm for the estimation
of the density’s parameter, tackling the “all coefficients quan-
tized to zero” problem by imposing bounds in the parameter’s
value at the corresponding frequencies. The results depicted
in [16] show that this strategy provides good PSNR estimates
for I-frames but the results for P and B-frames still need to
be improved.

All the above mentioned works estimate PSNR values,
which are known to be not well correlated with the human
perception of quality [22]. In [23], the authors propose a no-
reference quality assessment method for still images subject
to JPEG encoding that, besides producing PSNR estimates,
also outputs MOS estimates that are proven to be well corre-
lated with the corresponding subjective assessment data. This
method also estimates local errors in the DCT coefficient’s
domain, but weights those errors perceptually, using thejust
noticeable difference(JND) perceptual model proposed by
Watson in [24].

This paper generalizes the method proposed in [23] to the
more challenging case of encoded video sequences. Although
the H.264 standard and its corresponding integer DCT [25],
[26] have been considered, the method can be straightly
applied to any DCT-based video encoding scheme. It starts
by estimating the DCT coefficient’s error, assuming that these
are corrupted by quantization noise only. Error estimates that
result from this procedure are then perceptually weighted,by
considering characteristics of the human eye, namely its sensi-
tivity to spatio-temporal contrast. A spatio-temporal perceptual
model based on the work of Kelly and Daly is used. In [27],
Kelly devised an analytic model for the spatio-temporal CSF,
based on data collected from his experiments. His work was
further extended by Daly in [28] by considering movements
of the eye, namelysmooth pursuit, natural drift andsaccadic
eye movements.

In order to evaluate the results of the metric derived in
this paper, a set of subjective tests have been conducted. The
methodology followed in these tests is in accordance with
Recommendation ITU-T P.910 [4].

This paper is organized as follows: in sectionII , the no-
reference quality estimation framework is introduced and its
modules are detailed in sectionsIII andIV. Results and a short
description of subjective tests are depicted in sectionV. The
main conclusions and topics for further research are given in
sectionVI .

II. N O-REFERENCE QUALITY ASSESSMENT FRAMEWORK

The proposed framework for assessing the quality of an
H.264 encoded video sequence is represented in figure1. It

consists of two main blocks: an error estimation block, whose
function is to compute local error estimates, and a perceptual
weighting block, whose function is to weight and combine
those error estimates, in order to compute a quality score.
This type of architecture allows to extend the use of perceptual
models (based on error weighting) to the no-reference quality
assessment problem.

Suppose that the distribution of the original DCT coefficient
data is known. In this case, an estimate for the local mean
square error,̂ε2

k, at thek-th coefficient, can be performed by
observing the value of its quantized value,Xk:

ε̂2
k =

∫ +∞

−∞

fX(x|Xk)(Xk − x)2dx, (1)

where fX(x|Xk) represents the distribution of the original
DCT coefficients values conditioned to the observed value
of Xk. Using Bayes rulefor conditional densities [29] and
considering thatP (Xk|x) = 1 if x is in the quantization
interval aroundXk, [ak; bk], and P (Xk|x) = 0, otherwise,
(1) can be rewritten as:

ε̂2
k =

∫ bk

ak
fX(x)(Xk − x)2dx
∫ bk

ak
fX(x)dx

, (2)

wherefX(x) is the original coefficient data distribution and
the quantization interval limitsak andbk are defined as [25]:

{

ak = −αq
k

bk = αq
k
,

if Xk = 0;

{

ak = |Xk| − (1 − α)q
k

bk = |Xk| + αq
k
,

if Xk 6= 0,

(3)

where qk is the quantization step andα is a parameter that
controls the width of the quantizer’s dead zone around0. In
the reference H.264 software [30],α ≃ 2/3 for intra blocks
and α ≃ 5/6 for inter blocks. The quantization step,qk, can
be derived from a bitstream parameter calledQP , which may
differ from macroblock to macroblock [25].

From (2), it can be concluded that the squared error estimate
depends on the value of the quantized coefficientXk, on the
quantization stepqk (which determinesak andbk) and on the
coefficient distributionfX(x). Xk andqk can be derived from
the encoded bitstream. As forfX(x), it is estimated from the
available quantized data, as will be explained in sectionIII .

At this point, it is possible to estimate the PSNR of the
received sequence, using square error estimates, instead of
their true values:

PSNRest[dB]
= 10 log10

2552

MSEest
; MSEest =

1

N

N
∑

k=1

ε̂2
k,

(4)
where N is the number of DCT coefficients. Note that,
in accordance with Parceval’s theorem, it is indifferent to
measure the PSNR in the pixel or in the DCT domain. The
DCT coefficient error estimates are then perceptually weighted
using a spatio-temporal perceptual model based on [27], [28].
The function of this model is to compute local perceptual
weights pk, which reflect the sensibility of the HVS to the
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Fig. 1. Architecture of the proposed quality assessment metric.

corresponding local errors. The inputs for the model are the
motion vectors,MV , and the video frame rate,fr, both
extracted from the encoded bitstream. From the weighted local
errors,pkε̂k, a global perceptual distortion metric is obtained
using error pooling.

III. M ODELING DCT COEFFICIENT DATA

Block-based DCT coefficient data distribution of natural
images are typically modeled by zero-meanLaplace [31] or
Cauchy [32], [33] PDFs. Other DCT coefficient distribution
models have been suggest in the literature, such as gener-
alized gaussian [34], gaussian mixtures [35], or generalized
gamma [36]. The support for those distribution models con-
sisted of theoretical (i.e., theCentral Limit theorem) and quan-
titative results (i.e., theχ-square and Kolmogorov-Smirnov
goodness-of-fit tests). On this work, the aforementioned zero-
mean Laplace and Cauchy models have been considered.
Both models require the estimation of a single parameter
and represent a reasonable trade-off between accuracy and
simplicity.

In the following, the methodology for estimating the dis-
tribution’s parameter is described for both models, using the
original and the quantized (corrupted) DCT coefficient data.

A. Cauchy model

Using K × K DCT blocks, for each horizontal/vertical
frequency pair,(i, j) ∈ {0, ...,K − 1} × {0, ...,K − 1}, the
coefficient’s distribution is modeled by:

fX(x)(i,j) =
1

π

β(i,j)

β2
(i,j) + x2

, (5)

whereβ(i,j) is the distribution’s parameter andx represents the
coefficient’s value at spatial frequency(i, j). For simplicity,
the indexes(i, j) will be dropped along the text, but it must
be kept in mind that there is a distinct parameter value at each
spatial frequency.

1) Estimating β using the original coefficient values:
If the original coefficient data is known, an estimate for
parameterβ can be computed using themaximum-likelihood
(ML) method [29]:

βML = arg max
β

{

log
N
∏

k=1

fX(xk)

}

, (6)

wherexk is thek-th coefficient value andN is the number of
coefficients at the frequency under analysis. Using (5) in (6)
leads to:

βML = arg max
β

{

N
∑

k=1

(

log β − log(β2 + x2
k)

)

}

. (7)

The value ofβ that maximizes (7) can be computed by finding
the zeros of the derivative with respect toβ, which leads to:

N

β
− 2

N
∑

k=1

β

β2 + x2
k

= 0. (8)

To solve (8), Newton-Raphson’s root finding method was
used, starting with a small value (0.1) as the initial value for
β. Convergence has been achieved in all experiments. The
resulting value forβML can be seen as a reference value, thus
it will be addressed to as the “original” parameter value.

2) Estimatingβ using quantized coefficient values:Now,
let’s suppose that only quantized data is available for estimat-
ing β, which is the case at the receiver (decoder) side. The
ML method can still be used:

β̂ML = arg max
β

{

log

N
∏

k=1

P (Xk)

}

, (9)

whereP (Xk) represents the probability of having valueXk

at the quantizer’s output. Assuming that the quantizer is linear
with step sizeq

k
, which may differ from block to block, and

that it includes a dead zone around0, controlled by parameter
α, P (Xk) can be written as:

P (Xk) =

∫ bk

ak

1

π

β

β2 + x2
dx

=

{

2
π

tan−1 (
αq

k

β
), if Xk = 0;

1
π

(

tan−1 ( bk

β
) − tan−1 (ak

β
)
)

, otherwise.

(10)

Using (10) in (9) leads to:

β̂ML = arg max
β

{

N0
∑

k0=1

log

(

2

π
tan−1

(αqk0

β

)

)

+

+

N1
∑

k1=1

log
1

π

(

tan−1
(bk1

β

)

− tan−1
(ak1

β

)

)

} (11)

The two summation terms in (11) correspond to the two
possible cases in (10). In practice, the set of quantized coef-
ficientsXk has been split according to those cases: quantized
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coefficients with zero and non-zero values, respectively. Ac-
cordingly,N0 andN1 represent the number of coefficients (at
a given frequency), that fall in those cases. The value ofβ
that maximizes (11) can be obtained by finding the zero of
the derivative with respect toβ, which corresponds to:

N1
∑

k1=1

ak1

β2+a2
k1

−
bk1

β2+b2
k1

tan−1
(

bk1

β

)

− tan−1
(

ak1

β

)−

−

N0
∑

k0=1

αqk0

tan−1
(

αqk0

β

)

(

(αqk0
)2 + β2

)

= 0.

(12)

If N0 < N , a solution for (12) can be found numerically,
using the same method as in (8). If N0 = N , then β → 0,
meaning that the estimated coefficient distribution is aDirac’s
delta function centered in0. In other words, the ML method
will fail if all coefficients at a given frequency are quantized
to zero.

B. Laplace model

UsingK×K blocks, for each horizontal/vertical frequency
pair, (i, j) ∈ {0, ...,K − 1} × {0, ...,K − 1}, the coefficient’s
distribution for the Laplace model is described by:

fX(x) =
λ

2
exp (−λ|x|), (13)

whereλ is the distribution’s parameter andx is the coefficient
value.

1) Estimating λ using the original coefficient values:
Following a procedure similar to what has been done in
section III-A , an ML estimation forλ, using the original
coefficient data, is given by:

λML = arg max
λ

{

N
∑

k=1

(

log

(

λ

2

)

− λ|xk|

)

}

(14)

where N represents the number of coefficients at the given
frequency andxk is thek-th coefficient value at that frequency.
Differentiating the function insidearg max{.} with respect to
λ, and finding the zeros, will lead to:

λML =
N

∑N
k=1 |xk|

, (15)

a result that is well-known from literature [37].
2) Estimating λ using quantized coefficient values:As-

suming that only quantized data is available for parameter
estimation,λ can be computed using the ML method in the
same way as in (9). For this case, the probabilityP (Xk) can
be written as:

P (Xk) =

∫ bk

ak

λ

2
exp (−λ|x|)dx

=

{

1 − e−λbk , if Xk = 0;
1
2e−λbk(eλq

k − 1), otherwise.

(16)

i

0

1

2

3

0 1 2 3

j

Fig. 2. Typical coefficient histograms on I-frames under H.264encoding
(original coefficient values taken from an I-frame of sequence Stephan).

Using (9) for the laplacian and substitutingP (Xk) by the
result in (16) leads to:

λ̂ML = arg max
λ

{

N0
∑

k0=1

log(1 − e−λbk0 )+

+

N1
∑

k1=1

log(e
λq

k1 − 1) − λbk1

} (17)

Again, the value that maximizes (17) can be found by looking
for the zeros of the derivative with respect toλ, which leads
to:

N0
∑

k0=1

bk0

eλbk0 − 1
+

N1
∑

k1=1

(

qk1
eλqk1

eλqk1 − 1
− bk1

)

= 0. (18)

Once more, the solution can be found by using an iterative
root finding algorithm. However, if all coefficients have been
quantized to zero,i.e. N = N0, only the first sum term of
(18) stands, leading to:

N
∑

k=1

bk

eλbk − 1
= 0 (19)

whose solution isλ → +∞. Thus, the estimated distribution
is a Dirac’s delta function, which is the same phenomena as
previously described for the Cauchy case.

C. Improving estimation using prediction

In order to enable PDF parameter estimation at the frequen-
cies where all DCT coefficients were quantized to zero, as
described at the end of sectionsIII-A2 andIII-B2, the correla-
tion between parameter values at neighboring DCT frequencies
can be explored. Consider figure2, which represents a set of
histograms for the H.264 coefficient values, one histogram per
spatial frequency, in a given test frame. As can be observed
from the plots, as frequency increases the histogram shape
becomes increasingly narrow (which means that the variance
of the coefficient values decreases as frequency increases).

Additionally, figure3 depicts the “original”β andλ values,
computed using equations (12) and (15), of a test I-frame
subject to H.264 encoding. The figures show that there is
a strong correlation between parameter values at adjacent
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frequencies. Although these plots are related to a particular
example, a similar evolution is verified on other I frames,
and also in P and B frames. The plots also show that a
similar evolution is verified in both possible H.264 transform
sizes (4 × 4 and8 × 8). In order to support these statements,
the correlation between neighboring parameter values in a 4-
connected neighborhood has been measured considering all
the frames used in the experiments (see sectionV). For the
4× 4 sized transform, those measurements were of0.92, 0.91
and0.93 for I, P and B frames, respectively.

One possible way to explore this correlation, is to use
a linear predictor, as suggested in [23] for still images.
Representing the predicted parameter value byθ̂p, where θ
can either be the Cauchy’sβ or the Laplace’sλ, it can be
written:

θ̂p = θθθT
w, (20)

with

θθθ =











1
θ1

...
θKυ











andw =











w0

w1

...
wKυ











,

whereKυ is the neighborhood size,θk is the parameter value
at thek-th neighbor andwk is the associated linear weight.

The prediction value,̂θp, that results from (20) is combined
with the parameter’s ML estimate,̂θML, in order to improve
the estimation accuracy for the DCT distribution’s parameter.
Since ML estimates become more inaccurate as the rate of
coefficients quantized to zero increases, more trust shouldbe
given to the predictor in these situations. On the other hand,
if the number of coefficients quantized to zero is low, the ML
estimator will most likely get accurate results, so there isno
real need for the predicted value. Based on these premises, a
simple criterion for combininĝθp with θ̂ML is to weight them
according to:

θ̂f = r0
γ θ̂p + (1 − r0

γ)θ̂ML, (21)

whereθ̂f is the final estimation for the distribution’s parameter,
r0 = N0

N
represents the rate of coefficients quantized to zero

and the exponentγ regulates how fast the confidence on the
ML estimates decrease with increasingr0. The best results
were obtained usingγ = 2.

D. Predictor training

The goal of the training procedure is to find a weight vector
w suitable for the linear prediction scheme given in (20). One
possible way is to computew by minimizing the square error
between the “original” and predicted parameter values in a
given training set, subject to a penalty on the size of the
linear weights, in a procedure known asRidge regression[38].
According to this method, the linear weights can be found by
solving:

ŵridge = arg min
w

{

N
∑

i=1

(θi − θ̂i)
2 + α

Kυ
∑

k=1

w2
k

}

, (22)

whereN is the number of video frames available for training,
Kυ is the neighborhood size andα is a positive value that con-
trols the penalty applied to the value of the weights (note that,
for α = 0, this method falls in the pure least squares solution).
Since there areN video frames, there will also beN “original”
parameter values ofθ and their corresponding neighborhood
vectorsθθθ per frequency. Using matrix notation, (22) can be
rewritten as:

ŵridge = arg min
w

{

(θθθ − Θw)T(θθθ − Θw) + αw
T
w

}

, (23)

whereΘ is an N × Kυ matrix, where each element,θik, is
thekth neighbor of the value to predict in video framei. θθθ is
a vector with the “original” parameter values at the position
to predict,i.e.:

Θ =











θ11 . . . θ1Kυ

θ21 . . . θ2Kυ

...
...

θN1 . . . θNKυ











, θθθ =











θ1

θ2

...
θN











. (24)

The solution that minimizes (23) can be found by differenti-
ating with respect tow:

∇w = 0 ⇔ −2ΘT(θ − Θw) + 2αw = 0, (25)

leading to
ŵridge = (ΘT

Θ + αI)−1
Θ

Tθθθ. (26)

The neighborhood configuration used by the error estimation
module is illustrated in figure4. Since low-frequency coef-
ficients are less vulnerable to the effects of lossy encoding,
its structure has been chosen with the purpose of predicting
parameter values based on predictions already performed at
lower frequencies.

The training procedure can be synthesized in the following
steps:

1) for each original image in the training set, compute the
“original” parameter values with (8), if using Cauchy
model, or with (15), if using Laplace model;

2) for each encoded video frame in the training set, com-
pute r0 and θ̂ML using (12) or (18) for all spatial
frequencies;

3) for each DCT frequency, in zig-zag scan order:
a) build the neighborhood matrixΘ. The values of̂θf

are computed using the values ofr0 and θ̂ML that
result from step 2, as well as previously computed
predictions (if not computed yet, assume thatθ̂f =
θ̂ML)

b) build θθθ using the values that result from step 1;
c) compute the weight vectorw for the current fre-

quency position, using (26);
d) use the resulting values ofw to perform predictions

at that frequency (which will be used in step (a) in
posterior iterations).

IV. PERCEPTUAL MODEL

The function of the perceptual model is to weight and
combine the local error estimates that result from the module
described in the previous section. It is based on the CSF
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Fig. 3. Typical evolution of the H.264 coefficient’s distribution parameter as a function of the spatial frequency (original coefficient values taken from an
I-frame of sequenceStephan). (a) β parameter (Cauchy) –4 × 4 transform. (b)λ parameter (Laplace) –4 × 4 transform. (c)β parameter (Cauchy) –8 × 8

transform. (d)λ parameter (Laplace) –8 × 8 transform.
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Fig. 4. Neighborhood configuration used in the experiments.
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Fig. 5. Spatio-temporal contrast sensitivity function (based in the model by
Daly [28]).

derived in [27] and extended in [28], accounting for the
mechanics of the human eye. Since the goal of the metric
proposed in the paper is to perform no-reference video quality
assessment, only video elements available at the decoder are
used: the motion vectors,MV , and the video frame rate,fr.

In the following, a brief description of the model is pro-
vided, detailing the necessary steps for computing the esti-
mated video quality scores.

A. Spatio-temporal CSF model

It his known that thehuman visual system(HVS) is more
sensitive to image contrast rather than the absolute luminance
values [1], [39]. Contrast can be defined as the ratio between
the local luminance variation and the average background
luminance.Contrast sensitivityis the inverse of the minimum
contrast necessary for an observer to detect a stimulus. A
spatio-temporalContrast sensitivity function(CSF) quantifies
the evolution of the HVS sensitivity to luminance changes
and depends on the spatial and temporal frequencies of the
stimulus. Different CSFs have been proposed in literature [27],

[28], [40], [41]. In the model by Kelly [27] and Daly [28], the
spatio-temporal sensitivity is computed as a function of the
spatial frequency,fs, and the retinal velocity,vR, as follows:

CSF (vR, fs) = Sc0c2vR(2πc1fs)
2 exp

(

−
4πc1fs

fmax

)

, (27)

with the termsS andfmax defined as:

S =

(

s1 + s2

∣

∣

∣
log

(c2vR

3

)
∣

∣

∣

3
)

andfmax =
p1

c2vR + 2
.

The constantss1, s2 and p1 have been set to6.1, 7.3 and
45.9, respectively [27]. The parametersc0, c1 and c2 allow
model tunning and have been set to the same values as in [28]:
c0 = 1.14, c1 = 0.67 and c2 = 1.7. Figure 5 depicts the
resulting CSF.

The spatial frequencyfs can be computed as the Euclidean
norm of the subband spatial frequency components:

fs =
√

f2
x + f2

y . (28)

In the K × K block-wise DCT domain, the componentsfy

andfx of the spatial subband frequency (in cycles per degree)
at location(i, j) of a DCT block are given by:

fy =
i

2Kαy

andfx =
j

2Kαx

, (29)

whereαx and αy are the observation angle of a pixel along
the horizontal and vertical directions, respectively. Theobser-
vation angle of a pixel along a generic directionφ can be
computed as:

αφ = arctan
lφ

2dNφ

≃
lφ

2dNφ

. (30)

where lφ is the height/width of the images displayed on the
screen,d is the distance from the observer to the screen and
Nφ is the vertical/horizontal resolution of the displayed video
sequence.

The object velocity on the retina plane is strongly related
with the object velocity in the image plane. However, the
human eye has the ability to track objects, slowing down the
velocity of the object in the retina plane. This characteristic is
called thesmooth pursuit eye movement(SPEM). Additionally,
there are other movements of the eye, namely thenatural
drift andsaccadiceye movements [42]. The former is a slow
eye movement that causes a little amount of motion in the
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retina plane, while the latter are fast eye movements caused
by changing the eye gaze to new image plane locations.

According to [28], the retinal image velocity can be com-
puted as:

vR = vI − vE , (31)

wherevI is the angular velocity of the object on the image
plane andvE is a compensation term associated to the eye
movements, computed as:

vE = min{gS × vI + vMIN ; vMAX}, (32)

wheregS is the SPEM gain, set to 0.92;vMIN andvMAX are
the minimum and maximum velocities associated to the eye
natural drift and saccadic eye movements, set to0.15 and80
deg/s, respectively.

The angular velocity on the image plane,vI , is given by:

vI = fr

√

(MVxαx)2 + (MVyαy)2, (33)

where fr is the frame rate of the video sequence and
(MVx,MVy) are the components of the motion vector along
the horizontal and vertical directions, respectively. Thecom-
ponents of the observation angle of a pixel,αx and αy, are
those resulting from (29).

B. Quality scores

Based on the result of the CSF compute at each location
of the block-wise DCT domain, a global distortion value for
each video frame,Df is computed usingL4 error pooling, as
suggest in [9], [43], according to:

Df = 4

√

∑

k

(ε̂kpk)
4
, (34)

where pk = CSF(vrk
, fsk

) is the result of the contrast
sensitivity function at thek-th DCT coefficient’s location and
ε̂k is the error estimate that results from the error estimation
module. The use ofL4 error pooling emphasizes higher
distortions perceived by the viewer, which may drawn his
visual attention from smaller distortions. To conclude, the
same pooling process is applied along the time axis in order to
get a global distortion metric for the encoded video sequence:

Dg = 4

√

∑

i

Dfi

4. (35)

Note that, for longer video sequences, a granularity periodfor
computingDg could be defined (e.g., Dg could be computed
every 10 seconds of video).

V. RESULTS

A. Subjective quality assessment

In order to validate the results of the proposed metric, a set
of subjective quality assessment tests have been carried out.
Those tests performed in accordance with theDegradation
Category Rating(DCR) described in Recommendation ITU-
T P.910 [4], where video sequences are presented in pairs:
the first to be displayed is called thereferencesequence (in
our case, the original sequence) while the second is called

the testor impaired sequence (in our case, the result of lossy
encoding). The observers are then asked to judge the quality
of the impaired sequence with respect to the reference. A
five point impairment scale has been used, with grades from
“1 – very annoying” to “5 – imperceptible”.42 observers
(mostly students) participated in the subjective experiments.
They were screened for visual acuity and color blindness.
The environmental viewing conditions were within the values
recommended in [4].

The reference sequences used in the tests are represented in
figure6. These sequences are in CIF format (352×288), with
a frame rate of30 Hz, and have been selected in order to span
a wide range of spatio-temporal activities. The sequences were
encoded using the reference H.264 [30] software tools. Each
sequence has been encoded using the main profile at different
bit rates, which were in the range from32 to 2048 kbit/s. A
GOP-15 structure with twoB frames inserted betweenI/P
frames (IBBPBBP...) has been used in all encoding runs.
The low complexity rate-distortion optimization algorithm
provided on the software has been used. The result is a set of
50 encoded sequences (impaired sequences), whose qualities
were judged by the test participants.

The resulting MOS values and the video sequences used in
the subjective quality assessment tests, as well as additional
details about the test procedures, are available online at
http://amalia.img.lx.it.pt/∼tgsb/H264test/.

B. Prediction accuracy

The training of the parameter prediction module was per-
formed using about one third of the available video samples,
following the procedure described in sectionIII-D . Training
has been performed separately for each frame type. Based on
the results presented in [17], the Cauchy model was assigned
to the I-frames, while the Laplace model was assigned to the
P and B frames.

The effectiveness of the proposed prediction scheme has
been evaluated using the remaining samples. To illustrate the
results, tableI-a) presents the root mean square (RMS) error
between “original” and ML estimated parameter values for
the I-frames (previously normalized to zero mean and unitary
variance). Similarly, tableI-b) presents the RMS between
“original” and prediction estimates alone. As for tableI-c),
it presents the error that results from combining prediction
with ML estimates. It can be observed that the improvement
brought by the prediction scheme becomes more noticeable
as frequency increases. For the low frequency coefficients,
the number of neighborhood elements is small, thus the
improvement brought by using prediction is not as effective
as for the high frequency coefficients.

In addition, figure7 depicts an example that illustrates the
estimation of the Cauchy parameter,β, in the presence of
H.264 encoding. Figure7-a) shows the “original” values of
β that result from solving (6), which can be seen as the
no-reference estimation benchmark. Figure7-b) shows the
results of ML parameter estimation based on the quantized
data. As can be observed from this plot, the parameter could
not be estimated at seven spatial frequencies, due to all DCT

http://amalia.img.lx.it.pt/~tgsb/H264_test/
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Fig. 6. Video sequences selected for the subjective tests. From left to right, up to down:City; Coastguard; Container; Crew; Football; Foreman; Mobile &
Calendar; Silent; Stephan; Table-tennis; Tempete.

TABLE I
PARAMETER ESTIMATION ERROR.

j
→

i ↓ 0.08 0.66 0.92 1.81
0.44 1.20 1.38 2.15
0.87 2.02 2.06 2.73
2.99 3.96 3.69 4.72

(a) ML estimates alone.

j
→

i ↓ 0.08 0.44 0.30 0.30
0.42 0.26 0.28 0.28
0.38 0.30 0.29 0.27
0.38 0.46 0.38 0.32

(b) Prediction estimates.

j
→

i ↓ 0.08 0.25 0.29 0.30
0.28 0.26 0.28 0.29
0.37 0.32 0.30 0.27
0.40 0.45 0.38 0.32

(c) ML combined with prediction.
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Fig. 7. Example of parameter estimation (on a H.264 encoded I-Frame, using Cauchy model). (a) “Original” values. (b) ML estimates alone. (c) Combining
ML with prediction. (d) Comparison.

coefficients quantized to zero at those frequencies. After using
the predictor, the missing parameter values are computed and
the estimates are improved, as shown in figure7-c). For
a better comparison, figure7-d) depicts in a 2D plot the
information of the previous plots.

Note that, since all video sequences were encoded using the
H.264’s main profile, the results and corresponding plots were
obtained for the4×4 sized transform size only. Nevertheless,
and considering the plots depicted in figures3-c) and d), a
similar process is expected to work in higher H.264 profiles,
where the8×8 transform is allowed. In such cases, distribution
parameter predictors should be trained separately for each
transform size.

C. PSNR estimation

Using the full set of encoded video sequences, the PSNR
has been estimated and compared with its true value. Results
are depicted in figures8-a) to d), for the different frame
types. As can be observed from the plots, the proposed
method is quite accurate. Note that an additional procedurehas

been performed in order to compensate for the occurrence of
skippedmacroblocks, which become quite common in P and B
frames as the encoding bit rate decreases. This compensation
procedure is given by:

MSEest = rs × MSEref + (1 − rs) × MSEε, (36)

wherers is the rate of skipped MBs within the frame under
analysis, MSEref is the MSE of the reference frame(s) and
MSEε is the mean square error estimate computed by the
algorithm, considering the nonskipped MBs only.

For comparison purposes, the algorithm proposed byEden
in [16] has been implemented. This algorithm models co-
efficient distribution using a Laplace PDF, and uses a low
complexity parameter estimation method for computingλ,
which is given by:

λ̂Eden = −
log(1 − r0)

αq̄
, (37)

whereq̄ is the average quantization step used at a given DCT
frequency within one frame and the remaining parameters are
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Fig. 8. No-reference PSNR estimationvs. true PSNR. (a) I-frames. (b) P-frames. (c) B-frames. (d) All frames.

TABLE II
PSNRESTIMATION ERROR.

Eden’s [16] Proposed
Frame Type εavg εrms ρ εavg εrms ρ

I 1.30 1.57 0.99 0.72 0.91 0.99
P 2.07 2.52 0.97 0.82 1.09 0.98
B 2.79 3.22 0.97 0.87 1.12 0.98

All 2.50 3.96 0.97 0.84 1.10 0.98

as described throughout the paper. Additionally, the algorithm
addresses the “all coefficients quantized to zero” problem by
imposing a bound on the value ofλ in those situations. Based
on information provided by the author, these bounds have been
set to the maximum value ofλ found in lower frequencies,
since it is not likely to get smaller values ofλ as frequency
increases.

TableII depicts a performance comparison of the proposed
method with the implementation of [16]. The input for both
methods is the full set of encoded video sequences. The
symbolsεavg, εrms andρ represent, respectively, the average
error, the root mean square error and the correlation, between
true and estimated PSNR values. As can be observed from
the table, the proposed method shows higher PSNR estimation
accuracy regardless of the frame type.

D. Objective Quality assessment

The results for quality assessment have been evaluated by
comparing the quality scores retrieved by the algorithm with
the ones that result from the subjective tests.

Figure9-a) depicts the the value of the propose perceptual
distortion metric,Dg, that results from (35), versus the corre-
sponding true MOS values. Following a procedure suggest by
the Video Quality Experts Group(VQEG) in [44], a logistic
function was used in order to map theDg values into the MOS
range 1–5, used in the experiments. The estimated MOS values
are therefore the result of:

Estimated MOS= a0 +
a1

1 + ea2+a3Dg
, (38)

where a0 to a3 are curve fitting parameters. In order to
compute these parameters, the available data points have been
split into training and validation sets, using one half of the
samples for each set. Parameter values are those that result
from minimizing the square differences between true and

estimated MOS scores in the training set, using theLevenberg-
Marquardt method. A sketch of the resulting curve is also
depicted in figure9-a). Note that this procedure implicitly
accounts for the influence of other perceptual factors, suchas
the effect of the deblocking filter used in the H.264 standard.
Figure 9-b) shows the resulting normalized MOS estimates
versus their true values. As can be observed, the NR objective
quality scores resulting from the proposed algorithm are well
correlated with the subjective quality assessment data.

In [44], VQEG suggests a set of statistical measurements in
order to benchmark the performance of an objective metric.
These performance indicators have been computed using the
validation set and can be observed in tableIII . Pearson
correlation and Spearman rank order coefficients are both
above 0.9, which is a good result for video. The RMS is
smaller than 0.4, which means that most of the MOS estimates
computed by the metric are within the grades given by the
observers.

Compared with other results found on the literature, the
proposed method seems to outperform algorithms designed for
similar purposes. In [13],Ries et al.propose a no-reference
video quality assessment metric where the quality scores result
from combining a set of motion features extracted at the
decoder. The method is improved in [45], where a different
parametrization for estimating MOS is used according to a
previous classification of the video content. These methods
were evaluated using SIF (352 × 240) H.264 encoded video
sequences, and the declared performance in [13] and [45] are
CC = 0.80 and CC = 0.86, respectively, which are below
the results of the method proposed in this paper.

In [20], OelbaumandDiepold propose a reduced reference
method for H.264 encoded sequences where several features
extracted from the video are combined (most of them are
artifact measurements and motion oriented features), and the
results are adjusted based on two parameter values sent
through a side channel. The declared performance of this
method isCC = 0.84, RC = 0.80 and OR = 0.58, which
are also below the results achieved by the algorithm proposed
in this paper.

A standard for reduced reference quality assessment of
cable television signals is given in Recommendation ITU-T
J.246 [21]. This metric –Edge-PSNR– is based on edge
maps extracted from the original signals, which are sent to
the receiver. The performance of this metric increases as the
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Fig. 9. MOS estimation results. (a) Perceptual distortion metric vs. true MOS
values. (b) Estimatedvs. true MOS values.

TABLE III
EVALUATION OF THE PROPOSED METRIC.

Root mean square error (RMS) 0.441
Pearson correlation coefficient (CC) 0.938
Spearman rank order coefficient (RC) 0.949
Outliers ratio (OR) 0.071

side channel bandwidth increases (i.e., as the number of points
in the sent edge map increases). The resulting values forCC
are in the range0.81− 0.83. Again, our method shows better
performance. However, it must be kept in mind that the method
proposed in this paper is adapted to DCT-based video encoding
while the standardized method [21] is not distortion specific.

VI. CONCLUSIONS

A no-reference quality assessment algorithm for H.264/AVC
encoded video sequences has been proposed. The algorithm
comprises a local error estimation module followed by an
error weighting module based on a perceptual spatio-temporal
model.

The error estimation module is able to compute PSNR
estimates based on the quantization steps and DCT coefficient
values taken from an H.264 bit stream. The results of this
module outperform the state-of-the-art algorithm in [16].The
no-reference quality scores are then computed based on the
error estimates and on the motion vectors extracted from
the bit stream. These MOS estimates correlate well with the
human perception of quality and show better results than other
algorithms, derived with the same purpose, found in literature.

As for future work, the algorithm should be extended in
order to deal with transmission errors (i.e., packet losses).
Another topic that could increase the performance of the
algorithm is the introduction of luminance and local contrast
error masking, using a more complete HVS perceptual model.
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BRANDÃO AND QUELUZ: NO-REFERENCE QUALITY ASSESSMENT OF H.264/AVC ENCODED VIDEO 11

[26] J. Ostermann, J. Bormans, P. List, D. Marpe, M. Narroschke, F. Pereira,
T. Stockhammer, and T. Wedi, “Video coding with H.264/AVC: tools,
performance, and complexity,”Circuits and Systems Magazine, IEEE,
vol. 4, no. 1, pp. 7–28, Quarter 2004.

[27] D. H. Kelly, “Motion and vision II: stabilized spatio-temporal threshold
surface,”Journal of the Optical Society of America, vol. 69, no. 10, pp.
1340–1349, October 1979.

[28] S. Daly, “Engineering observations from spatiovelocity and spatiotem-
poral visual models,” inVision model and applications to image and
video processing, C. van den Branden Lambrecht, Ed. Kluwer, 2001.

[29] R. Duda, P. Hart, and D. Stork,Pattern Classification - 2nd Edition.
Wiley-Interscience, 2000.

[30] Heinrich-Hertz-Institut, “JM 12.4 – H.264 reference software,” Decem-
ber 2007, available online at http://iphome.hhi.de/suehring/tml/.

[31] E. Lam and J. Goodman, “A mathematical analysis of the DCT coeffi-
cient distributions for images,”IEEE Transactions on Image Processing,
vol. 9, no. 10, pp. 1661–1666, October 2000.

[32] J. Eggerton and M. Srinath, “Statistical distributions of image DCT
coefficients,” Computers & Electrical Engineering, vol. 12, no. 3–4,
pp. 137–145, January 1986.

[33] Y. Altunbasak and N. Kamaci, “An analysis of the DCT coefficient
distribution with the H.264 video coder,” inproc. of IEEE International
Conference on Acoustics, Speech and Signal Processing, vol. 3, Mon-
treal, Canada, May 2004, pp. 177–180.

[34] F. Muller, “Distribution shape of two-dimensional DCT coefficients of
natural images,”Electronic Letters, vol. 29, no. 22, pp. 1935–1936,
October 1993.

[35] T. Eude, R. Grisel, H. Cherifi, and R. Debrie, “On the distribution of
the DCT coefficients,” inproc. of IEEE International Conference on
Acoustics, Speech and Signal Processing, vol. 5, Adelaide, Australia,
April 1994, pp. 365–368.

[36] J.-H. Chang, J. W. Shin, N. S. Kim, and S. Mitra, “Image probability
distribution based on generalized gamma function,”IEEE Signal Pro-
cessing Letters, vol. 12, no. 4, pp. 325–328, April 2005.

[37] J. Price and M. Rabbani, “Biased reconstruction for JPEG decoding,”
IEEE Signal Processing Letters, vol. 6, no. 12, pp. 297–299, December
1999.

[38] T. Hastie, R. Tibshirani, and J. Friedman,The Elements of Statistical
Learning. Springer, 2001.

[39] S. Winkler,Digital video quality. Wiley, 2005.
[40] J. G. Robson, “Spatial and temporal contrast sensitivity functions of the

visual system,”Journal of the Optical Society of America, vol. 56, pp.
1141–1142, 1966.

[41] J. Yang and W. Makous, “Spatio-temporal separability incontrast
sensitivity,” Vision Research, vol. 34, no. 19, pp. 2569–2576, 1994.

[42] R. Carpenter,Movements of the eyes. Pion, 1988.
[43] C. Lambrecht, “Perceptual model and architectures for video coding
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