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ABSTRACT

Considering that profits from customer relationshgpe the lifeblood of firms (Grant and
Schlesinger, 1995), an improvement on the custon@gragement is essential to ensure the
competitivity and success of firms. For the lastatke, Portuguese customers of fixed
telecommunications industry have easily switchesl gbrvice provider, which has been
very damaging for the business performance andefibre, for the economy.

The main objective of this study is to analyse plaial churn of residential customers in
the fixed-telecommunications industry (fixed-telepp and ADSL), by using survival
models. Additionally, we intend to test the assuampbf constant customer retention rate
over time and across customers. Lastly, the effesttisfaction on partial customer churn
is analysed. The models are developed by usingisecgle data from an internal database
of a Portuguese fixed telecommunications compahg. Models are estimated with a large
number of covariates, which includes customer’dchgormation, demographics, churn

flag, customer historical information about usagling, subscription, credit, and other.

Our results show that the variables that influetheepartial customer churn are the service
usage, mean overall revenues, current debts, tideruof overdue bills, payment method,
equipment renting, the existence of flat plans @u@dprovince of the customer. Portability
also affects the probability of churn in fixed-fef®ne contracts. The results also suggest
that the customer retention rate is neither congte®r time nor across customers, for both
types of contracts. Lastly, it seems that satigfactioes not influence the cancellation of

both types of contracts.
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REsSumMO

Considerando que os lucros gerados pelos cliedesitais para as empresas (Grant e
Schlesinger, 1995), uma melhoria na gestdo doteliénfundamental para assegurar a
competitividade e o sucesso das empresas. Na Uit@tada, os clientes portugueses das
empresas de telecomunicacgoes fixas tém mudadoedadsp com demasiada facilidade, o

que tem prejudicado o desempenho das empresassege@ntemente, a economia.

O principal objectivo deste estudo € analisar @emmento de contratos de telefone fixo e
ADSL por clientes residenciais, através do uso deaios de sobrevivéncia. Para além
disso, pretende-se testar o pressuposto de que dd¢aretencdo de clientes é constante ao
longo do tempo e entre clientes. Por dltimo, prdese analisar o efeito da satisfacdo do
cliente no cancelamento destes tipos de contr@®snodelos sdao construidos com base
numa base de dados de larga escala fornecida @oennoresa portuguesa deste sector. Os
modelos sdo estimados com base num vasto numevardeeis, incluindo informacao
bésica sobre o cliente, dados demogréficos, indacapbre o cancelamento do contrato,
dados histéricos sobre o uso dos servigos, faéarapntracto, crédito, etc..

Os resultados mostram que as variaveis que inflaeno cancelamento de ambos os tipos
de contratos sdo o uso do servigo, a facturagcdagamedsalor em divida, o nUmero de

facturas em divida, o método de pagamento, o méledgagamento do equipamento, a
existéncia de tarifas planas e o distrito do oliemt portabilidade de numero parece
influenciar o cancelamento de contratos de telefore Os resultados também mostram
que a taxa de retencdo de clientes ndo é constatd@go do tempo nem entre clientes em
ambos os tipos de contratos. Por udltimo, parece ausatisfacdo nao influencia o

cancelamento de ambos os tipos de contratos.

Palavras-chave:

Modelos de sobrevivéncia, modelos de heterogeneidad observadahurn, gestéo do

cliente.
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EXECUTIVE SUMMARY

Considering that profits from customer relationshgpe the lifeblood of firms (Grant and
Schlesinger, 1995), an improvement on the custan@gragement is essential to ensure the
competitivity and success of firms, mainly in aipdrof economic recession. For the last
decade, Portuguese residential customers of feleddmmunications industry have easily
switched the service provider, mainly due to thhergi competition on this industry and
the low switching costs, which has been very danpr the business performance and,
therefore, for the economy. As such, researchers fecognised the importance of an in-
depth study of customer churne(, the customer’s decision to terminate the relstgm
with the provider). In this context, aa priori knowledge about the risk of a given
customer to cancel a given contract with the serpiovider at any time is a valuable tool
that allows firms to take preventive measures toichvthe defection of potentially

profitable contracts from customers.

The main objective of this study is to analyse plaial churn of residential customers in
the fixed-telecommunications industry (fixed-telepp and ADSL), by using survival
models. Additionally, we intend to test the commagsumption of constant customer
retention rate over time and across customerslyl.dbe effect of satisfaction on partial

customer churn is analysed.

The models are developed by using large-scale fiata an internal database of a
Portuguese fixed telecommunications company. Theemsoare estimated with a large
number of covariates, which includes customer’schgormation, demographics, churn

flag, customer historical information about usagiing, subscription, credit, and other.

Our results show that customers with harder usdégheofixed-telephone service have a
longer relationship with the service provider. &gards to the ADSL contracts, the results
provide evidence that the probability of churn does vary with the internet usage, but
customers with more additional usage than thos&aced have longer relationships with
the service provider. Moreover, it seems that bgples of contracts with flat plans have a
lower risk of churn than those without flat plaiibe results of this study also indicate that

customers with greater average monthly spendinf thi¢é service provider have shorter
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contract lifetimes of both types. Moreover, it seetimat the total number of overdue bills
(since ever) negatively affect the survival timeboth kind of contracts in study. It also
seems that the survival time of fixed-telephonetramts of customers that required
portability is larger than the one that did notuieg portability. Contracts paid by direct
debit also last longer than contracts paid by othethods. Furthermore, the contracts of
those customers who buy the necessary equipmenotegr than those of customers who
rent the equipment. The results of the model apeimdicate that the probability of churn

varies across some provinces.

The results also suggest that the customer retendit® is neither constant over time nor

across customers, for both types of contracts.

Lastly, it seems that satisfaction does not infagerthe cancellation of both types of

contracts.
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1. INTRODUCTION

The Portuguese market of fixed telecommunicatiovezed in the last decade and, as a
consequence, firms have focused on customer atiqoisand neglected customer
retentior. This period is characterized by a strong busiesspetition and low switching
costs in this industry, which gave rise to a pheaoom of customer defection, and, thus,
high customer churn rates, which has serious coms®gs for the business financial
performance and, therefore, for the economy. Adogrtb several researchers, customer
churn (.e., the customer’s decision to terminate the relatignsvith a provider) is the
main reason of profitability losses in the telecommications industry (Tl henceforth), due
to losses on current and potential revenues, magkebsts, and brand image.q.,Ahn et

al., 2006; Nath and Behara, 2003; Q&dtral, 2006; Set al, 2007; Zhanget al, 2006).

Nevertheless, the fixed telecommunications markéieicoming saturated in Portugal and,
as consequence, the pool of “available customeardiimited and, as such, firms need to
change their strategy from customer acquisitiorth® retention of potentially valuable
customers (Haddeat al, 2005; Hunget al, 2006), because firms cannot lose valuable
customers to their competitors. Bolton and Tar2806) suggest that customer retention is
often easier and cheaper than customer acquisitistable markets with low growth rates.

The customer retention became a buzzword in thé<98ainly due to the work of
Reichheld and Sasser (1990), who firstly providetlence about the advantages of
customer retention. Although their results defugty caused a change in the marketing
theory, they are not consensual (see, for exangaeoll, 1991/92; Dowling and Uncles,
1997; Easet al, 2006; Gupteet al, 2006; Ranaweera, 2007; Reinartz and Kumar, 2000).
Following this new paradigm, many firms have foaclsen retaining all customers.
Nevertheless, many researchers argue that theticgtestrategy must be strongly linked
with the customer lifetime value.€., the expected net present value of the future cash
flows of the customer — CLV), and, consequentlyerrises should not try to retain all of
their current customers, because they are probablsting in unprofitable customers
(Gupta and Lehmann, 2003; Jain and Singh, 2002thdase and Blattberg, 2004; Ryals,

! By fixed telecommunications industry we mean firimat provide fixed-telephone, internet, and pay-TV



2003; Thomaset al, 2004), and, in this way, they are destroying ga(Gupta and
Lehmann, 2005; Jain and Singh, 2002; Ryals, 2003).

Researchers have recognised the importance of-depith study of customer churn. The
customer churn issue is present both in studieata®bV as a component of CLV and on

specific studies of churn, but in different perdpess. In studies about CLV, customer
churn is mainly analysed in a theoretical way, whsron the later case, the statistical
models with empirical data are predominant. Custoofaurn has been studied using
different techniques, in different industriesd, banking, insurance, telecommunications),
and in different contexts (contractual vs. noncactiral settings, continuous vs. discrete
time). Ahnet al. (2006) point out that the reasons of customer rctaurd the customer

behaviour towards churn need to be more studied.

Despite the large amount of research done on cestohurn, there are only few studies
applied to the fixed telecommunications industryurtRermore, to the best of our
knowledge, none is applied to firms that simultarsiyp offer ADSL, fixed line telephone,
and pay-TV. The majority of published research ablmstomer churn prediction in the
telecommunications industry analyses the mobikctehmunications. This issue has never
been studied in Portugal. Many studies focus on eha@dtcuracy or comparison of
techniques rather than on testing the effect ofrticovariates. Many of these studies were
presented in conferences about data-mining; sanéyerity of them apply data-mining
techniques. Lastly, most of them model whethem(@) a customer is likely to churn in a
pre-specified time period, rather than the longitatichurn pattern over the duration of the

relationship.

It seems relevant to do a more detailed study ef ¢ostomer churn in the fixed
telecommunications industry, because it may beeathg to make decisions based only
on the results of the mobile telecommunicationsugty, which presents very different
characteristics. Moreover, considering that thetausr churn behaviour may be
influenced by the customer culture, it is pertinemtexamine different markets, like the
Portuguese one. In this context, the aim of thiglstis to analyse the partial churn of
residential customers in the fixed-telecommunicetiandustry (fixed-telephone and
ADSL) in Portugal, by using continuous survival reted It also intends to analyse the

assumptions of constant retention rate over tintkaanoss customers. Lastly, the effect of



satisfaction on partial customer churn is analysdte models are developed by using
large-scale data from an internal database of aufa@se company which presents offers
of fixed telephone, ADSL, and pay-TV.

Some of the specific areas where these models @artlie customer management are: (i)
a priori knowledge about the probability (risk) of a givemstomer to cancel a contract
with the service provider at any time and, thuené can take preventive measures to
avoid the defection of potentially profitable cats of customers, (ii) customer selection
to retention programs; (iii) marketing resourceoedition across customers; and (iv)

computation of CLV.

The study is organized as follows. Chapter 2 residve theoretical and empirical research
that has been developed in the customer manageoetaxt, and more specifically, in the

customer churn context. Chapter 3 is concerned eatitinuous survival models. Chapter
4 presents the data and the empirical resultseosthdy. Finally, Chapter 5 summarizes
the main results, presents the data limitationshef study, and suggests directions for

further research.






2. LITERATURE REVIEW

2.1.Introduction

In this chapter we present a review of literatuvewt the main current areas of interest in
the customer portfolio management that are relatedistomer churn. As such, section 2.2
introduces the notion of customers as assets #wmemmerged in the literature. In section
2.3 we describe the types of relationships witlt@ugrs and opportunities for transactions.
In section 2.4 we summarize the evolution of thennminciples of customer portfolio

management; a review of the desirable customeifgtiortis presented, and, lastly, the

notion of customer equity. Section 2.5 reviews rtb&on of customer lifetime value and

some proposed models to compute the value of amest Lastly, section 2.6 presents a
review of literature about customer churn, namé$y notion, some studies about the
prediction of customer churn in the telecommunaraiindustry, the variables used in the

customer churn prediction, and some available nsoedstimate customer churn.

2.2.Customers as (intangible) assets

Although the customer-centric paradigm is more th@ryears old (Shaét al, 2006), the
customer revolution only happened in the 80s (Bp26€0), during which the firms were
encouraged to focus on customers rather than aupt® In this way, customers became
the centre of the organizations (Boyce, 2000). &tong time, researchers suggested that
the “customer is always right” and thus managecsided in satisfying the customer needs
and improving the customer satisfaction. This ki referred by Gupta and Lehmann
(2005) as the “traditional marketing strategy”. $beuthors argue that a new paradigm
has emerged, which they denominate “customer-batedegy”, and which is also
designated “customer equity management” by Blaftleral. (2001) and Hogart al.
(2002b). The main difference between these paragigiithat the traditional marketing
strategy was only concerned with the value thatra provides to a customer, and the
customer-based strategy is also concerned witlvahee of a customer to the firm. Thus,

this approach emphasises the two sides of custealae. According to the customer-



based approach, the firm should invest to provaleesto the customer and, in counterpart,
the customer should provide returns to the firm asdhareholders (Bolton and Tarasi,
2006). Boyce (2000) and Johnson and Selnes (2@8)ghest that the marketing thinking

reveals an evolution from the “customer is kingthe “customer is cash”.

In a general way, researchers argue nowadaysubl#droers should be viewed as assets of
firms (e.g.,Andersonet al, 1994; Bellet al, 2002; Bergeet al, 2002; Blattberget al,
2001; Bouldinget al, 2005; Colombo and Jiang, 1999; Dhar and Glaz#32Gupta and
Lehmann, 2003, 2005; Gupgh al, 2004; Hogaret al, 2002a, 2002b; Kumaat al, 2006;
Ryals, 2002a; Stahdt al. 2003; Wayland and Cole, 1994; Weinstein, 2002; \&bal.
2005; Wyner, 1996). This new understanding of thle of customers in the firm was
firstly adopted by relationship marketing researshenainly in the business-to-business
domain (Hogaret al, 2002b). Even though the treatment of customemssasts has been
widely discussed, the value of customers to the fxas been examined with excessive
superficiality and little rigour. Furthermore, tkeeare relatively few rigorous empirical

studies about this issue.

Some researchers argue that customers are intaragibbts of firmse(g.,Dhar and Glazer,
2003; Forbes, 2007; Gupta and Lehmann, 2003; KamdrGeorge, 2007; Ryals, 2002a,
2002b) because customers are not “owned” by thasfirin fact, firms only have a
relationship with them, and even this relationghight be not exclusive (Dhar and Glazer,
2003).

2.3. Type of relationships with customers and opportunies for transactions

The type of relationship a firm has with its custwmwas firstly categorized by Jackson

(1985) into two main groups, which are:

= Lost-for-good— also called customer retention situation, catia setting, and
subscription business setting by Dwyer (1989), Bemand Kumar (2000), and
Fader and Hardie (2006), respectively (hencefadhiractual setting); and



» Always-a-share- also called customer migration situation, nom@mual setting,
and visitant business setting by Dwyer (1989), Reémand Kumar (2000), and
Fader and Hardie (2006), respectively (hencefordincontractual setting).

The main characteristics of these two types ofti@iahips with customers are presented
in Table 1.

Although this classification is widely accepted time customer value literature, Singh
(2003) criticises it arguing that these two grogps not mutually exclusive. In fact, a
customer who cancels the relationship with a prewith a contractual setting may
reinitiate a new relationship with the firme., he/she is not lost forever. On the other hand,
a customer who terminates the relationship witlhowider in a noncontractual setting may

never come back.e., he/she is not always-a-share, but lost-for-good.

Customers have two types of opportunities for @atisns, which are: (i) continuous time;
and (ii) discrete time. In the former case, tratisas can take place at any point in time
(examples: supermarkets, credit card, doctor viditdel stays) and in the later case,
transactions can only occur at fixed points in tilegamples: magazine subscriptions,

apartment rental).



Table 1- Characteristics of the two types of relatinships with customers

Contractual setting

Noncontractual setting

There is a contract with the customer or the

customer signed a subscription.

There is not any contract with the customer nor a

subscription.

Defection is observable because: (i) the customer
needs to contact the firm to cancel his/her cofitrac
or (ii) the customer fails to renew his/her conttac
subscription.

(Fader et al, 2005b, 2006; Fader and Hardie,
2006, 2006b; Gupta and Zeithaml, 2006)

Defection is not directly observable because the
customer does not explicitly terminate the
relationship, as the customer does not notify the
firm when he/she becomes inactive to the firm..
(Faderet al, 2004, 2005b, 2006; Gupta and
Zeithaml, 2006; Reinartz and Kumar, 2003)

The customer buys a given product/service from

an unique supplier.

The customer typically splits his/her expenses on
a specific produtct/service among several firms.
(Bolton, 1998; Gupta and Zeithaml, 2006;
Reinartz and Kumar, 2000; Rust al, 2004;
Singh, 2003; Stahdt al, 2003)

The customer is either totally committed to the
provider or totally lostj.e., customer defection is
permanent (once a customer leaves the firm, it is
assumed that he/she does not return). So, if an “ex
customer” purchases again in a future moment,
he/she will be treated as a new customer.

(Baueret al, 2003; Bellet al, 2002; Calciu and
Salerno, 2002; Dwyer, 1989; Gupta and Zeithaml,
2006; Rustet al, 2004; Singh, 2003; Stakt al,
2003; Venkatesan and Kumar, 2004)

The customer is never lost forever. The customer
can make a purchase from a firm, leave the firm,
and either purchase from a competitor or not
purchase at all in a period and then purchase
again. Therefore, firms cannot differentiate a
customer who has terminated his/her relationship
with them from a customer who is the middle of
a break between transactions.

(Calciu and Salerno, 2002; Fadet al, 2004,
Reinartz and Kumar, 2003; Singh, 2003)

Managers can predict the probability of customer
retention and customer defection based on
historical data. (Baueet al, 2003; Fader and
Hardie, 2006; Ruset al, 2004; Schweideét al,

2006; Stahkt al, 2003)

As defection time is not observed, neither the
notion of “retention rate” nor survival analysis
cannot be meaningfully used. Thus, the focus is
on inferring if a customer is still “active” and on
predicting future activity. (Calciu and Salerno,
2002; Fader and Hardie, 2006; Gupta and
Zeithaml, 2006; Venkatesan and Kumar, 2004)

Managers can accurately predict the customers
revenues, based on the customer usage.
(Bolton, 1998; Reinartz and Kumar, 2000)

It is more difficult to make predictions of the

customer’s revenues in the long-run.

Examples of industriesutilities, mobile phones

(post-paid), ISPs, credit card, magazine

subscriptions

Examples of industriesgrocery stores, doctor

visits, hotel stays, supermarkets, mobile phones

(pre-paid)




2.4.Customer Portfolio

2.4.1. Evolution of the main principles of customer portfdio management

The customer management has been oriented towdigi®it principles over time. For a
long time, managers focused on firm growth, andjsthon customer acquisition
(Rosenberg and Czepiel, 1983). More recently, a paradigm has been suggested by

researchers, which is based on customer retention.

Even though Reichheld and Sasser (1990) were noeprs in pointing out the advantages
of customer retention (Eagtt al, 2006), they firstly provided evidence about those
advantages, which are based on a strong relatpris¢tween customer retention and
profitability. They found that long-time customefi3 spend more over time, (ii) the

operating costs to serve them decline over tini¢ b@come more loyal and then promote
the word-of-mouth, and (iv) are less price-sensitiFurthermore, Reichheld and Kenny
(1990) point out that the expense of acquiringa nestomer occurs only once and at the

beginning of the relationship.

Additionally, Reichheld (1996) argues that customhefiection has severe effects on firms’
profitability because firms have to incur in heaopsts to acquire new customers and older
customers usually generates greater cash flowpmanfits than newer ones. It is popularly
believed that the acquisition of a new custometscasleast five times more than keeping
an existing one. These conclusions caused a chandbe marketing theory, since
researchers started definitely arguing that enssprshould focus more on customer
retention rather than on customer acquisitieny.( Reichheld, 1996; Thomast al, 2004;
Trubik and Smith, 2000; Weinstein, 2002). Blattbargl Deighton (1996) emphasise that
firms should decide the balance between customguigition and retention investment
according to the industry and the customer behayioecause the concept of customer
retention is difficult to implement in certain ingtues. Thakur and Summey (2005) argue
that the existence of long lasting relationshipshwdustomers is crucial to the rise of

market share and long-term competitive advantafjésnts.



Although many people agree with the arguments atiiReld and Sasser and started
following their paradigm €.g., Berger and Nasr, 1998; Colgat¢ al, 1996; Hansotia,
2004; Kimet al, 2005; Secet al, 2007; Weinstein, 2002), some authors have quexdio
them. For instance, Carroll (1991/92) heavily cr#ies Reichheld and Sasser. She defends
that retail bank customers do not get more prdgtafath tenure. Dowling and Uncles
(1997) argue that, considering the heavy costsriaduo retain customers, it is not clear
that long-time customers are less expensive tces&einartz and Kumar (2000) studied
empirically the Reichheld and Sasser's propositidns a large catalog retailer
(noncontractual setting) and they found that |afg-customers are not necessarily
profitable customers. Also Reinartz and Kumar (2672 found that “there is little or no
evidence to suggest that customers who purchaadilgtérom a company over time are
necessarily cheaper to serve, less price sensiivearticularly effective at bringing in
new business”. Jain and Singh (2002) argue thaptbpositions of Reichheld and Sasser
have not been carefully tested. Eastal. (2006) present a review of the Reichheld and
Sasser’s propositions and they concluded thah@)avidence provided by the authors is
erratic and often weaker than suggested; (ii) tbeergial financial gains from customer
acquisition can be much larger than gains via dieleaeduction; and (iii)) much of the
defection is near-involuntary. Gupea al. (2006) mention that managers may believe that
they spend more on customer acquisition than cuetaetention because the customer
acquisition costs are easily quantified, while oustr retention costs are not. In a study
about the effect of customer satisfaction and theattbn of the relationship on several
variables, in the fixed line telephone industnBiouth-Eastern England, Ranaweera (2007)
did not find support for all of the Reichheld’s positions. He found that the duration of
the relationship is positively associated with tepending amount and negatively
associated with positive and negative word-of-motdle did not find support for the
relationship between duration of the relationshim grice sensitivity. Moreover, he
provides evidence that highly satisfied customeh® \Wwave a long relationship with the
service provider are more likely to be less prieesitive and are less likely to give positive
WOM (which contradicts the theory). Shapied al. (1987) argue that, over time,
customers are likely to become more price sensitix@ugh rival product offerings, which
are often at lower prices. Villanueva and Hansg@®7) present some arguments in
favour and against the Reichheld and Sasser’ pitoqos

10



Reichheld and Sasser (1990) defend that firms dhdeVelop a customer management
toward zero defections. Nevertheless, Blattbargl. (2001) classify this idea as a myth
seeing that there are some exogenous and uncabteofhctors€.g.,customers’ desire for

newness) that affect the customer retention pateatd, thus, a maximum 100 percent
retention rate is not possible. Moreover, they &isgphasise that retention is not free. Van
den Poel and Lariviere (2004) point out that antéde rate of 100% is utopian, due to
uncontrollable reasons of defection, like, for epannatural death or moving to a foreign
country. Gupta and Lehmann (2005) make clear thatte of retention of 100 percent

would only be possible if the firm had few customand those customers were either

extremely loyal or had no alternative except ty &hgal.

Simultaneously, several researchers argue thas fshould neither focus on nor try to
retain all of their current customers, because #@u@yprobably investing in unprofitable
customers (Gupta and Lehmann, 2003; Jain and SR@PR; Malthouse and Blattberg,
2004; Reichheld 1991/92; Ryals, 2003a; Thoriaal, 2004), and, in this way, they are
destroying value (Gupta and Lehmann, 2005; Jain &indh, 2002; Paynet al, 2000;

Ryals, 2003a; Wayland and Cole, 1994) becausédiydatention of unprofitable customer
iIs damaging to the firm, and (ii) the money wastadthe retention of unprofitable is not

used on the retention of profitable ones, who areér to get (Thomaet al, 2004).

In conclusion, the retention strategy should benrgjty linked with the customer value
(Blattberg and Deighton, 1996; Payateal, 2000).

2.4.2. The desirable customer portfolio

Nowadays, customer portfolio management is a vaportant discipline because profits
from customer relationships are the lifeblood ahB (Grant and Schlesinger, 1995; Gupta
and Lehmann, 2005). According to the last develogmethe main input to customer

portfolio management is the customer value.

It has been suggested that managers should inwettei retention and acquisition of

potentially profitable customers and reduce or eaadationships with those customers
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that probably cannot become profitable (Bolton diadasi, 2006; Peppers and Rogers,
2004; Ryals, 2002a, 2003a; Thakur and Summey, 200@s; and Fock, 2004; Zeitharat

al., 2001). Researchers argue that the abandonmeegative value customers allows the
re-allocation of resources to the positive valust@mers, which will have more resources
available. Peppers and Rogers (2004) mention thfatré firing customers, firms should
evaluate the chance to convert the unprofitableocusrs into profitable ones with

incentives.

Nevertheless, Nasr-Bechwati and Eshghi (2005) atigaiefired customers can propagate
bad word-of-mouth about the firm, which could beyweamaging because it can affect the
acquisition and the retention capacity of the fainnd, moreover, the fired customers will
be very difficult to win back. Mittakt al. (2008) also present some risks of customer
divestment. They emphasise that customer divestmagtcause: (i) the lost of valuable
sources of information, experimentation, and inniove (i) the changing of the
competitive dynamics due to the accommodation dftaruers by a rival firm; (iii)
insecurity on the remaining customers because mhay wonder they are next; (iv) the
increase of costs in the remaining customers imdsfiwith high fixed costs; and (v)
downsized customer base. Peppers and Rogers (2004 that firing unprofitable
customers is not a hostile activity; instead, taeyue that it allows the fair distribution of
value. Bolton and Tarasi (2006) suggest that instédiring customers, firms can offer a
less attractive value proposition to these custenferg., high prices or low-quality
products).

Many researchers have argued that firms shouldsfocutheir most profitable customers
(e.g.,Blattberg and Lehmann, 2005; Duboff, 1992; Malg®mand Blattberg, 2004; Nasr-
Bechwati and Eshghi, 2005; Ryals, 2003a) or orr timaist valuable customers.g.,Jain

and Singh, 2002; Malthouse and Blattberg, 2004;hdrd, 1999; Payne and Frow, 1999;
Peppers and Rogers, 2004; Reichheld and SassdY, \\8Snstein, 2002; Wyner, 1996).
Wyner (1996) proposes that fewer resources shaulalbcated to lower-value customers.
Nevertheless, some researchers suggest that finoddsnot invest exclusively on the
current profitable customers because, in this &y, resources will remain to be used in
the attraction of the current less profitable costcs with high potential value through up-
selling activities (Nasr-Bechwati and Eshghi, 200%¢ichheld (1993) suggests that firms

should target those customers who are likely to poglucts or services to the firm over
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time, instead of those who are easiest to attrathe most profitable in the short term.
Peppers and Rogers (2004) argue that the main faine @ustomer managers should be to
maximize the long-term value of his customer pdidfdy keeping and growing his
customers. Other researchers argue that (i) fogusina limited number of customers may
ignore the possible economies of scale and (ii)elepriority customers can become
dissatisfied and then they might defect or diffaggative WOM (Homburgt al. 2008).
Woo et al. (2005) suggest that firms should find and keep gtdditable or potentially
profitable customers. Johnson and Selnes (2004)28dvocate that customer portfolio
should include both closer and weaker custometioakhips with the firm and customers
who have steady and volatile purchasing patterns.

On the other hand, some researchers claim for feeafi the Pareto Analysis, which
indicates that 20 percent of the customers with highest sales volume generate 80
percent of profits; thus, they argue that firms wdtofocus on these 20 percent most
profitable customers. For instance, Malthouse aiuttii®erg (2004) suggest that firms
should focus on the 20 percent of customers widatgr lifetime value because they are
the best customers. McClymont and Jocumsen (2038 mention that the “right”
customers are those 20 percent of loyal, highlyifatde. Thakur and Summey (2005) use
the Pareto principle to classify the customer plidfinto profitable customers, potentially
profitable customers and not-so-profitable cust@mbievertheless, this measure may be
misleading because customers with the highest sabigme may not be the most
profitable (Ang and Taylor, 2005; Stadtial, 2003).

As presented in section 2.2, researchers recodhatecustomers are assets of firms.
Consequently, customers should be evaluated lilgeotiver asset, and, thus, the customer
portfolio can be managed like any other asset'sf@m. Portfolio management emerged
in the 1960s as a result of the work of Markowitzfinancial markets. Later, portfolio
management expanded to other areas, like strategmroduct management (Turnbull,
1990). The modern portfolio theory proposes ancigffit management of the financial
portfolios,i.e., a better allocation of the limited resources, Whigll maximise the return
for a given level of risk or minimise the risk fargiven return. Markowitz proposes that
investors should have a diversified portfolio, whighould include both high-risk, high-
return and low-risk, low-return assets, which metra the objective of investors is not

profit maximisation, because it can lead to an gidble level of risk. According to him,
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both returns and risk have to be taken into comataen in order to make correct
investment decisions. Some researchers suggespfileation of these principles to the
customer portfolio managemerd.g., Bolton et al, 2004; Bolton and Tarasi, 2005; Dhar
and Glazer, 2003; Rust al, 2004; Ryals, 2002b, 2003b; van Amelsfort, 2006 a&on
Wangenheim and Lentz, 2005). The application of fthancial portfolio theory to the
marketing context has been largely criticised bydhmey and Stewart (1988). They argue
that the main assumptions of the modern portfdiieoty are not satisfied in product
market context. Some authors also argue that Moéertiolio Theory is computationally
complex. They did not find support to the idea thatre are groups of customers that have
a systematically negative beta or that, in otherdapare good “risk-reducers” for the

customer portfolio.

Apparently, the philosophy of focus on the mostfifable customers does not consider
entirely the Portfolio Theory of Markowitz, becaus@nly focuses on value and ignores
the risk. Furthermore, the cash flows generated lportfolio of customers are almost
always less volatile than the cash flows of anytamuer individually (Dhar and Glazer,
2003). Also, the strategy of focusing only on aegiwcluster may be very risky because
firms may become dependent on it.

One of the preeminent questions on customer pmtfohnagement is on what customers
to invest (and how much) and on what customerssiowest. The majority of firms make

these decisions based only on intuitive rules. Kbetess, it seems that optimization
models can make a great contribution to these idesisBonfreret al. (2007) also consider

customer portfolio optimization a promising areastfdy. Bolton and Tarasi (2006:.18) do
argue that “decisions about individual customersnoa be made without considering the
optimal characteristics of the entire customerfpbd’. Dhar and Glazer (2003) argue that
firms should decide which customers to acquirestain based on the effect that a specific

customer will have on risk and return of the custoportfolio.

Rosenberg and Czepiel (1983) and Blattketrgl. (2001) suggest that an optimal customer
portfolio is gathered from a combination of new aageat buyers, which is the result of
acquisition and retention spending. Mondschein Modalem (2004) present an extensive

review of literature about the optimal resource@dtion across customer segments and
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they also propose some models of optimal resoutoeasion to customer relationship

management.

2.4.3. Customer Equity: The value of the customer portfolo

The concept of customer equity (CE henceforth) firaly introduced by Blattberg and
Deighton (1996) (Blattbergt al, 2001; Dreze and Bonfrer, 2005; Hogeainal, 2002b;
Rustet al, 2000). According to them, CE is the “discountexiected contributions of all
current customers” (p. 138), that is, CE is thespm¢ value of the current customer

portfolio of the firm. Since then, this concept leen largely studied.

The definition of CE is not consensual. Some re$eas argue that CE is the individual
customer lifetime value summed over all current datlire customers (Bauer and
Hammerschmidt, 2005; Bauet al, 2003; Bayoret al, 2002; Gupta and Lehmann, 2005;
Guptaet al, 2004; Hansotia, 2004; Hoga al, 2002a; Ruset al, 2004; Villanueva and
Hanssens, 2007), while others suggest that CEeistim of the lifetime value of all the
firm’s customers (Guptat al, 2006; Kumatret al, 2004; Lemoret al, 2001; Nirajet al,
2001; Rustet al, 2000). But the later definition can have sevar@rpretations, because
“all” can be interpreted as all current customaralbcurrent and potential customers. For
example, Ruset al. (2000) and van Wangenheim and Lentz (2005) clathigt they
include only the current customers, and Gugital. (2006) include the current and future
customers, but many other researchers do notychhig point. Bayoret al. (2002) present

some problems that may emerge from the inclusighepotential customers on CE.

2.5.Customer value: The CLV

Considering customers as assets, some authorsqudittiat it is crucial to calculate their
financial value to the firmeg(g., Boyce, 2000; Drewet al, 2001; Gupta and Lehmann,
2003; Jain and Singh, 2002; Malthouse and Blattli&0g4; Pfeiferet al, 2005; Reichheld,
1996; Wyner, 1996).
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The idea of valuing customers arose some decadesragh earlier than the spread of the
relationship marketing theory. For instance, S€¥B65) (cited in Belkt al.,2002) design

a methodology for the calculation of the individwaistomer profitability. Kotler (1974)
suggests the valuation of the long-run customefitplolity. Nevertheless, only since the
end of the 1980s customer valuation theory andtipeabas soared (Donkees al, 2003).
The first applications of customer valuation wemedirect marketing (Villanueva, 2003;
Villanueva and Hanssens, 2007). Although the customalue measurement presents a
great development (Bedit al, 2002), this concept has not been widely appliee, to the
necessity of enormous amounts of data and sopdttisticnodels (Gupta and Lehmann,
2003). Furthermore, being intangible assets, custenare difficult to evaluate with
precision (Gupta and Lehmann, 2003). Hogtal. (2002a) emphasise that customer value

models are still in the infancy stage.

Generally, researchers proposed that the valueanfstomer is the expected net present
value of his/her cash flow stream. In this way, thietomer value is an application of the
principles of contemporary finance to evaluate @ungrs, more precisely the discounted
cash flow method (Day and Fahey, 1988; Dréze andfrBg 2005). This concept was
proposed by Rappaport in 1986 and became populasrporate valuation. The customer
value is usually called customer lifetime value asdoften abbreviated CLV or LTV
(henceforth CLV). Other authors have used differaarhes to denote CLV. For instance,
Jain and Singh (2002) and Mulhern (1999) adoptorust profitability, Berger and Nasr
(1998) adopt the term economic worth of a custonaed Pfeifer and Farris (2004)
designate it as expected customer future value. ddays, CLV is the most popular
customer measure because it is forward-lookingudes all the elements of customer
profitability and it is an essential element of t#hetomer-centric paradigm (Kumar and
Shah, 2004). In fact, CLV has become a buzzworthénlast years (Nasr-Bechwati and
Eshghi, 2005). CLV may be a useful measure helpivg decision making, both on
operational and strategic marketing decisions amh @n strategic decisions of the firm
(e.g, customer segmentation, customer selection, magkeesource allocation across
customers, guidance for marketing investments,ooust base valuation, firm valuation,

etc.).

CLV is a more powerful measure than historic customrofitability analysis, because

CLV looks at the future potential of the customehereas current and past profitability is
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not forward-looking (Boyce, 2000; Jain and Singb02, Reinartz and Kumar, 2000; Ryals,
2002a). Customer profitability is the differencavaeen revenues and costs associated with
the customer during a specific period of time (Bmy2000; Pfeifeet al, 2005) and this
measure is calculated on a single period basis|llyghe last economic year (Ryals, 2006).
In this way, unlike CLV, customer profitability isot a good basis for developing

marketing strategies (Ryals, 2002a).

The process of CLV calculation should take intosideration the cash flow patterns over
time (Nasr-Bechwati and Eshghi, 2005), the relaimn birth, purchase activity, and the
defection (Reinartz and Kumar, 2000).

CLV has been widely studied and, as a result, & mugnber of models is available in the
literature. The sophistication of the models varesot, since simple models to more
complex ones (which aim to incorporate the compiexiof the real business situations).
Several researchers have intended to evaluataugitencers, estimating their lifetime value
(e.g.,Bergeret al, 2003; Drewet al. 2001; Fadeet al, 2005a; Gupta and Lehmann, 2003,
2005; Venkatesan and Kumar, 2004), but the majofitthem only proposed formulas to
evaluate the customer value.q., Berger and Nasr, 1998; Gurau and Ranchhold, 2002;
Peppers and Rogers, 2005; Pfeifer and Farris, 2@f@dferet al, 2005). Most researchers

do not propose methods to forecast the CLV compsnen

There is not a generally accepted customer vallmilasion formula. Nevertheless, the

majority of proposals are based on one of the atlg formulas:

T _
cLV =y revenue§ tcos ts
t=1 @+i)

and

-
cLV =y cash flowy

t=1 (1+i)

Table 2 presents a summary of the literature re@eW LV computation.
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Table 2 - Summary of the literature review on custmer lifetime value computation

1+i

t=1

Authors CLV formula 2
Andersonet _ _ v
al. (1994) CLV = i A (Pr{LoyaISatlsfacton}]

Blattberg and

, o r r
Deighton CLV = am- A+ a<( m__jx (j (1__j
(1996) r 1+i 1+i
Gloy et al. r A A A W]
(1997) G G @) & (1+i)'

- (R, -Co)xnL, —Cloxn,, -Cl
CLV - 1_a. t-1 a. + j+t jHt jHt _ jHt j+
; ( ) ; . (1+i)]+t
_Tmit r C;HXnJﬂ +CJ+t)
L j=0 (l+ I)j+t
Berger and Assumptions:

Nasr (1998)

= Sales take place once a year;
= Yearly customer revenues, customer retention @stthe customer retention rate are

constant over time;
Furthermore, when the yearly net contribution maggr customer is constant over time,

they also assume that:
= Revenues and the cost of salies.(the gross contribution margin) take place atitine

of sale;
= The first transaction occurs at the time of the Gldfmputation (moment of customer

acquisition);
= All promotional expenses occur at the middle ofpihiechase cycle.

(i) Considers all assumptions

CLV = {GCXZ Xii}

@+i)' o @+i) %

(ii) Time period are shorter than one year, but &dqua length

n'T t n'T t-1
clv=lae,xy Ll x3 ()

= =) "

(iii) Time period are longer than one year, but abin length

(-1,
T/n" "
() (rg) /"
CLV =:GC, x -

S t=0(1+|)tn Z(1+|)t 05

(iv) GC and M per customer are nonconstant oveetim

CLV :{Zn(u)x rC }

u=0 (1+|)

% The notations are presented in Appendice A.
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Authors CLV formula ?
(v) GC and M per customer are nonconstant over aimg cash flows are continuous
T r "
CLV:ﬂO+I u)x| ——-| d(u
O+, ) [Hj (u)
(vi) Noncontractual setting - repeat purchase babian
Tt J 1
CLV=GCxyp+——=x3 | X A-j* B-j* ] (1‘ E’—j+k) X
(1+|) t=1] j=1 k=1 My
C Ny L j 1
- x #H XX xR M (1= R [
with P, =0
Mulhern n'
(1999)

—
T >R -Cjo)- Ye
k=1

cLv=) 12

S\t
t=1 (1+i)
Hoekstra and o -~
Huizingh \p— Np—
(1999)g CLV=)CQ (1+i)P™+ Z(CS "CPt)(lJf')p t
t=0 t=p+1
where,
t=0 - start date of the relationship with customer
t=p -currenttime period
t=T"" - projected ending of the relationship
Mani et al. T
(1999) CLV = s(t)xv(t)
t=1
Reinartz and T A"
Kumar (2000) CLV = ZGCt_Ct
1+i)
=
Pfeifer and Assumptions:
Carraway = Transactions take place at most once a period tatheé &nd of the period
(2000) = The probability of a transaction is a function oofythe customer recencye., the
number of periods since the last transaction.
(i) Finite horizon
T _ t
cv' =y [(1+ i)™ s} cP/
t=0
(i) Infinite horizon
T 17 v
CLV' ={1-(1+i) S CF
Hoganet al. Assumptions:
(2002a) = Defection rate is constant over time and acrostomess;

= Customer margin (profits minus retention costgjosstant over time;
= Growth rate is constant over time.
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Authors CLV formula ?
(i) Current customers continue to buy the samegtifiam the firm
m
CLV=—-
i+d
(i) Up-selling and cross-selling strategies areoaded
m .
CLV=——-— ,g<i+d
I+d-g
Calciu and Assumptions:

Salerno (2002)

= Profits per transaction are constant over time;
= Gains and sales expenses occur at the same time.

Retention model

(i) Retention probability varies over time

CLV = (R'—C')g;hj (1:—:)4

(i) Retention probability is constant over time

cLv =(R-C)Y {ﬁ}k

k=0
(iii) Retention probability is constant over timadathe horizon is infinite
1+i
CLV:(RLCOX_LT_l_
@+|—r)

(iv) Retention probability is a function of the rkating effort (budget) directed towards the
customer during each period and the horizon igitei

Migration model
T mlll>< nrl,k _CII (1_Qk)

k
CLV,. = ,whereQ, = » q
& 5

and

o
Nyk-re I_l 1-p ),r':]_

I=1k=r"
Qk =
r" r
(1_ pl)+nr',k—r" |_| (1_ P )’rl>1
=1, k=r"-r'+1 =1, k=r"+1

Gurau and Assumptions:

Ranchhod = Margin is constant over time and across customers;

(2002) Lifetime is constant across customers;

L}
= Acquisition cost is constant across customers;
= Number of customers is constant over time.
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Authors CLV formula 2

CLV =(R-C)xT""-A

Rossekt al. 0
(2002) CLV = j . S(t)v'(t)D(t) dt
Baydnet al. T my, +m,,
(2002) CLV = Zt—toM x\W W1
= (@+i)
Bzc’zl)lé)e?’ret al. () x (RA+ RUS + F?tCS+GC‘t)—(Ct'" +Ct)
(200%) cLv :—A+i (i)

X

t —[(rt)t_lx(l-rt) (Ctl +(rt)tx{|nf0Vt+C00p\(+Inno\4}

1+i) (1+i)
Reinartz and

t
Kumar (2003) CLV = % S( l)x CM (ij
t=1

1+i
(Lseur?r;aai?wd (i) Retention probability varies over time and tirae horizon is finite
(2003) t
T m X |_| T
clv=y — 2l
t=1 @+i)
(i) Customer margin and retention probability atenstant over time and the time horizon
is infinite

CLV = m'( r j
1+i-r

(iif) Margin increases at a constant rate (g)

CLV=m (;]
1+i-r (1+09)

(iv) Margin increases at a decreasing rate

(L+i-r)+sr e
CLV:mO( ' j T
1+i-r) 1+i-(-s)r

(v) Retention rate increases over time
Fe =T +(rw — 1o ) [L1—exp(-s't)]

(vi) Customer lifetime is finite (n)

coven(t [t |
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Authors CLV formula 2

Guptaet al. Assumptions:
(2004) = Process is continuous;

= Retention rate is constant.

CLV=)>m

M ey

Malthouse and i
Blattberg = 1
(2004) = (d+i)
Pfeifer and

Farris (2004)

0 1 t t
CLV = Z(—j (n er(n}—c't)
t=2\1+1/ | j=1

Hwanget al. .
(2004) CLV = Z mt) T ZT: v, (t)+ B(t)
E)T & )
~"
Past profit contribution  Expectetufie cash flow
Kumaret al. Assumptions:
(2004) = The average acquisition cost per customer, theageegross contribution and marketing
costs per customer are constant over time;
= The number of acquired customers per pekod constant;
= The retention rate is constant over time;
= The cost of capital is fixed.
(i) Average CLV - considers all assumptions
[oe]
GCI_CIII _
CLV = Z 4> ( _t_k)rt “l-A
(L+i) [ @+i)
(i) Average CLV - the number of acquired custonpensperiod is not constant
1 GCI i _
CLV=— Z kz tk) A
k=0 1+| 1+|
Z Ny
(iii) Average CLV - the number of acquired custosnger period is not constant; G and M”
are not constant over time and for every cohort] @nare not constant over time
1 < (GC ) - N A
CLV=—o—| > o kZ ‘kti‘k e XN
Zn k= 0(1+| 1+| k:o(1+l)
k
k=0
Venkatesan Assumptions:
and Kumar = The amount of customer spending is independentiaf@se timing.
(2004)

m
- Z Cmt X Nmit
-

1+|y/f = (@)

CLV = Z
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Authors CLV formula ?
(szggg;et al. (i) Expected lifetime value of a prospect

CLV=-A+a'm+a' m—E Dr
r)j1-Dr

(il) Expected lifetime value of a new customer

CLV:m+(m—£j{ Dr }
r)j1-Dr

(ii) Expected lifetime value of a just-acquiredstamer

CLV:(m_%jL—DDr J

Ryals (2005)

-C
CLV = Z R-G
= (i)
Yang (2005) T A
CLV on averagee Y ———— (R-G)
t=1 (1+ | ) XNg
Bauer and Assumptions:
Hammerschmi = Sales occur annually;
dt (2005) = Revenues and costs may vary over time, but withjeaa all cash flows are discrete and
take place at the end of each purchase cycle;
= Retention rate is constant over time.
T A Us CS '
CLV = -A+Z ot (R +RS + R +(t;Ct)—((:t +q)_(rt—1(1_ r))Ctit
(1+i) (x+i)
von

Wangenheim
(2006)

(CMNRTxnt +CMyp xn'y )

CLV = Z i)

Fader and
Hardie (2006)

= S(1)
CLV=Y m—L_
t=0 (1+i)t

Gupta and
Zeithaml
(2006)

(i) Considers the expected lifetime estimated basea retention model
CLV = ZM
t=0 1+|

(i) Including the probability of retention in thexjuation

CLV = S (Rt _Ct) N —A
t=0 (:l-‘|'|)t
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From an analysis of the CLV formulas proposed m ltterature, it can be concluded that
the most common components are: (i) cash flowyétigntion rate, (iii) time horizon, and
(iv) discount rate. Some researchers argue thatobtiee most important components of
customer value is the retention probability of thestomer at each period, which should
influence the customer cash flows. The retentioobability is the probability that the

customer continues to do business with the sanvecefgroduct provider.

The cash flow concept has not been accuratelyegppd CLV, as many researchers argue
that CLV is based on the difference between custamenues and customer cossy(,
Calciu and Salerno, 2002; Gurau and Ranchhod, 2002hern, 1999), while other
propose the contribution mardife.g., Berger and Nasr, 1998; Malthouse and Blattberg,
2004; Reinartz and Kumar, 2000) or the margigy. Guptaet al, 2003, 2004; Hogaset

al., 2002).

The majority of researchers use a finite horizorthi@ CLV prediction. But, while some
researchers argue that time horizon should egbelsustomer lifetimee(g., Gupta and
Zeithaml, 2005; Hwanget al, 2004; Jain and Singh, 2002; Villanueva, 2003; @fyn
1996), others use an arbitrary time horizon (whschsually a short period, between 3 to 5
years) €.g., Donkerset al, 2003; Pfeifer and Bang, 2005; Reinartz and Kur2@fo,
2003; Ruskt al, 2004).

It should be noted that it is usual to find propssd CLV formulas based on assumptions
that are misadjusted to the business reality a$ agelto the financial theory of assets
evaluation. One of the most used assumptions isdhstant contribution margin over time
(e.g., Bonfrer et al,2007; Calciu and Salerno, 2002; Donketsal, 2003; Drewet al,
2001; Hogaret al, 2002a; Kumaret al, 2004) and across customeesg(, Gupta and
Lehmann, 2003; Gurau and Ranchhold, 2002).

In addition, many researchers also assume a canstantion rate over times(g., Bauer
and Hammerschmidt, 2005; Berger and Nasr, 1998ili#lay and Deighton, 1996; Gupta
and Lehmann, 2003; Gupt&t al, 2004; Hogaret al, 2002a; Kumatret al, 2004) and

® According to the accounting theory, the contribmtimargin is the difference between revenues aridbla
costs.
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across customers (Hogahal, 2002a). These assumptions will be empiricallylyse in
sections 4.3 e 4.4 for the fixed-telephone and AR&htracts.

CLV modulation has been widely criticised in thiedature, mainly due to the incapacity
of encompassing all variables that affect custobedraviour €.g, Baueret al, 2003;
Bauer and Hammerschmidt, 2005; Lee and Park, 200®).majority of the CLV models
proposed in the literature are deterministic. HosveWillanueva and Hanssens (2007)
emphasise the numerous advantages of using stmchastels of CLV and suggest that

more research is needed on this direction.

2.6.Customer churn

2.6.1. Customer churn definition

The differences between contractual and nonconihaelationships lead to different
concerns on the customer management, especiallyeooustomer retention management.
For example, in contractual settings, customerst moistact service/product providers in
order to cancel the contract; and, thus, firms kmwaven each customer defects. So, the
firm knows exactly who are the active and inactustomers. Hence, firms’ uncertainty is
about the probability of (active) customer defectiover time. On the other hand, in
noncontractual settings, firms do not know whicktomers are active or not, because they
do not contact the firms to terminate the relatopsSo, in this case, firms’ main concerns
are twofold: (i) which customers are still activetlae moment; and (ii) within the active
customers, what are the predictions of future a@eamsns. According to the reasons
mentioned above, the retention probability only psmksense in contractual settings
(Schmittleinet al, 1987; Schmittlein and Peterson, 1994). As thegestudy intends to
analyse the relationship with customers with cansraf fixed-telephone or ADSL with
the service provider, this section is only aboustemers’ relationships in contractual
settings. Nevertheless, it should be noted thaistomer that terminates a given contract

with the firm is not considered lost forever.

25



The complement of customer retention is customéeatien, commonly designated by
customer churn in the telecommunications indus@ustomer churn reflects the
customer’s decision to terminate the relationshiphva provider, either because the
customer does not need its products or servicesargyor because the customer wants to

switch to another product/service provider.

There are different types of customer churn, depgnon the agent who cancels the
relationship. Thus, some authors argue that custooh@rn may be voluntary or
involuntary (Desai, 2006; Hadden al, 2005; Liet al, 2006; Lu, 2002). Berry and Linoff
(2004) classify the customer churn into three aateg: voluntary churn, involuntary
churn and expected churn. Customer churn is valyntéien the relationship is cancelled
by decision of the customer. On the other handtocusr churn is involuntary when the
provider decides to terminate the relationship wita customer (usually due to missed
payments, bad debts, etc.). Berry and Linoff (20f2f)ne expected churn as the end of the
relationship due to the fact that the customer asnmore on the target market for a
product/service. According to Burez and Van denl #2@08), there are four types of
customer churn: (i) involuntary churn (customerwlied or moved abroad); (ii) financial
churn (customers who stop paying the service ddmamcial concerns); (iii) commercial
churn (customers who cancel the service becaugeadthaot want it anymore); and overall
churn (customers who churn due to a mix of findh@ad commercial reasons).

Researchers have been focused on voluntary custdmasr.

Pettersson (2004) proposes another classificafichurn. According to him, churn can be
total (a customer who completely stops buying friva firm) or partial (a customer who

cancel at least one product/service, but still ather products/services from the firm).

2.6.2. Studies about customer churn prediction

The customer churn issue is present both on studiest CLV (as a component of this
metric) and on specific studies about churn, usiifigrent perspectives. In studies about
CLV, customer churn is mainly analysed in a thecattway and its prediction is usually

neglected, whereas on the later case, the statisthodels with empirical data are
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predominant. Most studies that focus on CLV makengt assumptions about customer
retention, such as customer retention is constaat tme €.g., Berger and Nasr, 1998;
Blattberg and Deighton, 1996; Gupta and Lehman@32Guptaet al, 2004; Hogaret al,
2002; Kumaret al, 2004) and/or across customers (Hogaial, 2002). Schweidett al.
(2006) point out that these assumptions are ustgalbecause they omit the different
customer switching behaviour over time, the duratoependence, the influences of
marketing activities on customers and the hetereiggenacross customers’ churn
propensities. Nevertheless, the limitations of ¢hassumptions are not recognised by all
researchers. Although these assumptions simpldyctiiculations and allow for the non-
development of churn prediction models, they do motor the customer behaviour. In
their study about prediction of customer reteniiotelecommunications, Schweids al.
(2006) found that constant retention rates ovee tisad to lower expected customer tenure
than the tenure they predict with survival analySikey also found that neglecting
customer heterogeneity can induce to large errochiurn prediction.

Customer churn prediction is a more recent are@sdarch than the study of CLV. The
majority of studies about customer retention foousspecific determinants of customer
retention (for instance, customer satisfactiony] an the consequences of high retention
rates (for instance, on firm profitability). Studi@bout customer churn prediction have
only flourished in the last years, mainly in théet®mmunications industry, due to the

high churn rates that have characterised this tngus

Villanueva and Hanssens (2007) mention that, aaogrtb the published literature, the
three most important determinants of customer tietenare: (i) switching costs, (ii)

customer satisfaction, and (iii) customer futuraesiderations about usage.

Many researchers have focused on the analysiseoéftiect of customer satisfaction on
customer retention and the most of them found ewmédethat customer satisfaction
positively influences customer retention. For insg Bolton (1998) found a positive
effect of overall customer satisfaction on the ¢tioreof the relationship with the customer,
in mobile telecommunications industry. Ranaweei Rrabhu (2003) found evidence that
customer satisfaction has a strong positive associavith customer retention in the fixed
telephone industry in UK. Gustafssenal. (2005) also found a positive effect of customer

satisfaction on customer retention, in telecommatioas industry. Nevertheless, Jones
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and Sasser (199%nd Chandrashekaraet al. (2007) point out that customer satisfaction
alone could not be enough to ensure the custontentien, because there are satisfied

customers that defect.

Customer churn has been studied using differeintgoes, in different industrie®.g.,
banking, insurance, telecommunications), and irfediht contexts (contractual vs.
noncontractual settings, continuous vs. discrete)ti Buckinx and Van den Poel (2005),
Haddenret al. (2005), Mutanen (2006), Somg al. (2004), and Van den Poel and Lariviere
(2004) present reviews of literature about custoamerrn. Ahnet al. (2006) point out that
the reasons of customer churn and the customewioein@gowards churn need to be more
studied. The following table presents a review fud titerature about customer churn

prediction in the telecommunications industry.
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Table 3 — Summary of the literature review on custmer churn prediction in the telecommunications indstry

Authors Scope of the study Industry Country No. of Timing Data Statistical technique Number
/ Region observations range of collection of
the data covariates
Ahn et al. - Development of a comprehensive customeMobile South 5789 8 months Internal Binary logistic regression 15
(2006) churn model (residential customers) telecommunications Korea (652 churn) database
- Analysis of the mediating effects of a
customer’s partial defection on the
relationship between the churn determinants
and total defection
Bin et al. Customer churn prediction Personal handyphoneChina 4799 180 days Internal Decision trees 3
(2007) system service (737 churn) database
(PHSS)
Bonfreret Examine the degradation process (usage rateMobile China 1662 12 Internal - Arithmetic Brownian n.a.
al. (2007) over time), at individual level and before the telecommunications (114 churn) months database motion (ABM)
defection event occurs - Geometric Brownian
motion (GBM)
Burezand - Customer churn prediction by using Pay-TV Europe n.a. n.a. Internal - Binary logistic 31
Van den different statistical techniques database regression
Poel (2007) - Customer targeting - Markov chains
- Analysis of three different customer - Random forests
retention strategies
Burez and  Customer churn prediction at a specific Pay-TV Europe Over 500 000 n.a. Internal - Survival analysis 0(dynamic)
Van den moment in time (static) and over time (dynamic) database (dynamic) 171 (static)
Poel (2008) (dynamic) 100 000 - Random forests (static)
(static)
Chenetal. - Customer segmentation based on customer Telecommunications China 1 000 n.a. Internal - K-means clustering 196
(2007) trend database arithmetic (data mining)
- Survival analysis of each cluster - Survival analysis (data
mining)
Drewetal. Estimate the customer’s hazard function Teleconications us 21500 n.a. Internal - Classical survival analysis n.a.
(2001) database  _ Artificial neural networks
for survival analysis
Eshghiet Investigate the propensity to switch the servicéobile us 2861 n.a. Phone survey  Structural equation mode 30
al. (2007) provider telecommunications
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Authors Scope of the study Industry Country No. of Timing Data Statistical technique Number
/ Region observations range of collection of
the data covariates
Ferreiraet - Customer churn prediction Mobile Brazil 100 000 9 months Internal - Multilayer perceptron 37
al. (2004) Comparison of the predictive and explanatortymecommumc"’Itlons (1 245 churn) database neural networks
power of four types of models - C4.5 decision trees
- Hierarchical neuro-fuzzy
systems
- Rule evolver (based on
genetic algorithms)
Hunget al. Compare several data mining techniques thatMobile Taiwan 160.000 12 Internal - K-means clustering 10
(2006) can assign a “propensity-to-churn” score telecommunications (14 000 churn) months database  _ Decision tree
periodically for each customer (post-paid - Back propagation neural
subscribers) networks
Jamal and - Customer churn prediction Direct-to-home South 2801 12 Internal Latent class Weibull hazard 10
Bucklin - Study the link between customer churn and satellite TV America months database = model
(2006) some characteristics of the customer
behaviour
Kim and Identify the determinants of customer churn Mobile Korea 973 n.a. Phone survey  Binary logistic regoess 14
Yoon and customer loyalty telecommunications
(2004)
Lemmens  Analyse if the bagging and boosting Mobile us 203 074 n.a. Teradata - Binary logistic regression 171 (46
and Croux classification techniques outperform the binaryelecommunications Centerat . Bagging after a
(2006) logistic model in predicting churn Duke - Stochastic gradient reduction
University boosting process)
Li et al. Customer churn prediction Telecommunications €hin 40 000 6 months Internal  Data mining 110 (61
(2006) database after a
reduction
process)
Lu (2002) Customer churn prediction Telecommundoai n.a. 41374 15 Internal Survival analysis (data 212 (29
months database  mining) after a
reduction
process)
Lu (2003) - Development of the concept of CLV Telecommunications n.a. 64 320 20 Internal Survival analysis (data 42
- Demonstrate how survival analysis months database  mining)

techniques are used in the estimation of CLV
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Authors Scope of the study Industry Country No. of Timing Data Statistical technique Number
/ Region observations range of collection of
the data covariates
Maddenet  Customer churn prediction (residential users) ISP ustrali 592 n.a. Web based Binomial probit 19
al. (1999) survey
Manietal. Modelling customer lifetime Mobile us 21500 n.a. Internal - Classical survival analysis 40
(1999) telecommunications database - Neural networks for
survival analysis
Mozeret al. - Customer churn prediction (residential Mobile us 46 744 3 months Internal - Binary logistic regression 134
(2000a) customers) telecommunications database  _ Neural networks
- Identify customers to whom incentives
should be offered to increase retention
Mozeret al. - Customer churn prediction (residential Mobile us 46 744 3 months Internal - Binary logistic regression 134
(2000b) customers) telecommunications database . Decision trees
- Determine what incentives should be offered - Neural networks
to customers in order to improve the retention - Boosting
and maximize the profitability of the firm
Nath and Customer churn prediction Mobile n.a. About 100 000 n.a. Teradata Naive Bayes algorithm data 171
Behara telecommunications Centerat  mining option for
(2003) Duke supervised learning
University
Neslinet al. Identify the best approach in the prediction of Mobile n.a. About 100 000 n.a. Teradata - Binary logistic regression 171
(2006) customer churn telecommunications Centerat  _ Decision trees
Duke - Neural networks
university  _ piscriminant analysis
Qianetal.  Profile customer behaviour in order to identify Telecommunications n.a. 1787 24 Internal Functional mixture model 24
(2006) and capture churn activity patterns months database
Rosset and Customer churn prediction Telecommunications n.a. 3000 n.a. Internal Binary logistic regression 400
Neumann (1 500 churn) database  (data mining)
(2003)
Rosseet Calculation and discussion of the potential  Mobile n.a. n.a. n.a. n.a. Churn Management System n.a.
al. (2002) applications of CLV and its components telecommunications from Amdocs’ Bl platform

(Automatic knowledge
discovery)
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Authors Scope of the study Industry Country No. of Timing Data Statistical technique Number
/ Region observations range of collection of
the data covariates
Schweidel  Modelling retention within and across cohorts Telecommunications n.a. n.a. 29 Internal Survival analysis 3
etal in contractual relationships months database
(2006)
Seoet al. Examine the influence of some variables on Mobile us 30572 6 months Internal - Binary logistic regression 6
(2007) the customer retention behaviour telecommunications (14 068 churn) database - Hjerarquical linear model
Wei and Customer churn prediction Mobile Taiwan 114 000 4 months - Interviews Decision trees 9
Chiu (2002) telecommunications (4 500 churn) _ Internal
database
Yanet al. Propose two distinct approaches o improve th®obile us About 70 000 6 months Internal  Multilayer perceptron neural 71
(2001) performance of churn prediction models in  telecommunications database  networks
nonstationary environments (business
customers)
Zhanget al. Customer churn prediction Fixed-line telephone  in@h 17 223 7 months Internal Different data mining 17
(2006) (5 167 churn) database  technologies (decision trees,

neural networks, and
regression)

32



From the analysis of Table 3, it can be concluded tespite the extensive research done
on customer churn, there are few studies appliededSP and fixed-telephone industries.
On the contrary, the majority of published reseaisbut customer churn prediction in the
telecommunications industry analyses the mobilect@hmunications. The most studied
geographic areas are Asia and the U.S.. This ikagenever been studied in Portugal.
Many studies focus on model accuracy or comparigdechniques rather than on testing
the effect of churn covariates. The data were magdthered from internal databases.
Most of these studies were presented in data micomderences; so, the majority of them
apply data mining techniques to predict customerrthLastly, most of them model if a
customer is likely to churn at a pre-specified tipegiod, rather than the longitudinal churn
pattern over the duration of the relationship. V@$98) also mentions that there are few

studies modelling survival time in the marketirtgdature.

Apart from these studies, there are others thatsfam finding the relationship between a
variable or a little set of variables and custometention,i.e., the determinants of
customer retentiore(g.,Bolton, 1998; Capraret al, 2003; Gerpotet al, 2001; Yuet al,
2005).

In this context, it seems relevant to propose aendletailed study of the customer churn in
the fixed telecommunications industry, as it mayntisleading to make decisions based
only on the results of the mobile telecommunicaiandustry, which presents very
different characteristics. Moreover, consideringttthe customer churn behaviour may be
influenced by the customer culture, it is pertinenexamine different markets, like in our
case, the Portuguese one. In this context, theokiims study is to develop a model of the
residential partial customer churn in the fixecetelmmunications industry in Portugal. It
also intends to analyse the assumptions of conséd@ntion rate over time and across

customers.

2.6.3. Variables used in the estimation of customer churn

Table 4 presents a list of some variables usechénestimation of the probability of

customer churn. The variables are grouped intcemdifft categories, namely: contract,
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usage, revenues, promotions, switching costs, palymistory, equipment, technology
intensity, satisfaction, CRM, market, socio-dem@gia, economic, ownership, and other.
The most used variables are the duration of thdracmn the rate plan, the monthly
revenues, customer age, gender and the geograggac la should be noted that many
researchers do not mention the covariates usdukin gtudies or they only indicate some
of them. As can be seen in Table 4, few researchelicate which covariates are
significant and the sign of their effect on custortleurn. Burez and Van den Poel (2008)
present a list of all variables used in their costo churn prediction model, which is an
exception. Most researchers do not incorporate rc@esa about business competition on
their models because of the inexistence of avaldbta about this issue (Bell al, 2002;
Guptaet al, 2006).
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Table 4 — Summary of some variables used in the dosner churn estimation in the telecommunications idustry

7)

Ahn et al. (2006)

Bin et al. (2007)

Bonfreret al. (2007)®

Burez and Van den Poel (20

Chenet al. (2007)®@

Drewet al. (2001)

Eshghiet al. (2007)

Ferreiraet al. (2004)®

Hunget al. (2006)®

Jamal and Bucklin (2006)

Kim and Yoon (2004)

Lemmens and Croux (2008)

Li et al. (2006)®

Lu (2002)@

Lu (2003)®

Maddenet al. (1999)

Mani et al. (1999)®

Mozeret al. (2000a)?

Mozeret al. (2000b)?

Nath and Behara (200%)

Neslinet al. (2006)®

Qianet al. (2006)

Rosset and Neumann (2003)

Rosseet al. (2002)®

Schweidekt al. (2006b)

Seoet al. (2007)

Yanet al. (2003)®

Zhanget al. (2006)

Contract

Duration of the contract

Dates of each contract (begin / finish)
Customer status

Month of contract expiration

Contract type

Payment method

Rate plan

Service plan complexity

Toll free services

Change account (phone number, etc.)
Active products or services (by type)
Number of active products/ services

x
*

X*

x

x

x

x

x

!

x [ Wei and Chiu (2002)

x

Usage

Call details
Monthly usage
Total number of outbound calls

Total number of different numbers contacted

Duration of outbound calls (in minutes)
Weekly average call accounts
Percentage change of minutes
Cumulative invoice amount

Minutes of use in sub-periods
Frequency of use in sub-periods
Sphere of influence in sub-periods
Variation of duration of calls (in minutes)
Variation of number of calls

Variation of different numbers contacted
Duration of calls

Mean number of attempted calls
Variation in monthly duration of calls vs
previous 3-months average

X*

X*

><><><><><
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Ahn et al. (2006)

Bin et al. (2007)

Bonfreret al. (2007)®

Burez and Van den Poel (20Q7)

Chenet al. (2007)®@

Drewet al. (2001)

Eshghiet al. (2007)

Ferreiraet al. (2004)®

Hunget al. (2006)®

Jamal and Bucklin (2006)

Kim and Yoon (2004)

Lemmens and Croux (2008)

Li et al. (2006)®

Lu (2002)@

Lu (2003)®

Maddenet al. (1999)

Mani et al. (1999)®

Mozeret al. (2000a)?

Mozeret al. (2000b)?

Nath and Behara (200%)

Neslinet al. (2006)®

Qianet al. (2006)

Rosset and Neumann (2003)

Rosseet al. (2002)®

Schweidekt al. (2006b)

Seoet al. (2007)

Wei and Chiu (2002)

Yanet al.(2003)®

Zhanget al. (2006)

Average monthly duration of calls over the
previous 6 months

Mean number of completed calls

Mean number of peak calls

Mean number of inbound calls < 1 minute
Monthly mean duration of calls

Mean total duration of outbound wireless to
wireless calls (in minutes)

Total number of calls

Duration of local, peak, and off-peak calls

x

x

x X X

Revenues

Monthly revenues

Mean revenues over the customer lifetime
Monthly fee

Roaming

Value of minutes used

Value of toll

Value of roaming and optional features
Current and historical profitability
Proportion of service fee i

Consumption level rate

Growth rate of total fee

Growth rate of consumption level rate
Quantity abnormal fluctuation of total fee
Quantity of abnormal fluctuation of
consumption level rate

Share of domestic / international revenues
Average revenues

X*

X*

Prom
otions

Total discount in the past 6 months

Discount

“ Revenues of customérin month j / revenues of all customers in monh
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Satisfaction with handset
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X X X
Promotion
X+
2  Membership card
£
[3] i -
3 8 Loyalty points X
9] ] ot
Total offers accepted from retention team
Credit classification X X X
g‘ Count of bar or suspended X*
© Number of overdue accounts X X*
g Value of overdue accounts X- X
@ Number of reminders X
% Type of reminders X
o Elapsed time since the last reminder X
Number of unpaid monthly bills in time X
Age X X X X
S Capability (internet) X X
£ Manufacturer X
k=3 *
5 Type X X X X
&  Sophistication X
Price X X
o -. Time on the internet per week X
Sy ;
52 Years connected to the internet X
£ & Internet use variables X
§E ISP choice variables X
~ Level of high technology involvement X
Satisfaction with call quality X"
Satisfaction with tariff level X-
o Satisfaction with billing X
‘g Satisfaction with value-added services X
% © Satisfaction with customer services X
o
)

Satisfaction with brand image
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Ahn et al. (2006)

Bin et al. (2007)

Bonfreret al. (2007)®

Burez and Van den Poel (20Q7)

Chenet al. (2007)®@

Drewet al. (2001)

Eshghiet al. (2007)

Ferreiraet al. (2004)®

Hunget al. (2006)®

Jamal and Bucklin (2006)

Kim and Yoon (2004)

Lemmens and Croux (2008)

Li et al. (2006)®

Lu (2002)@

Lu (2003)®

Mozeret al. (2000a)?
Mozeret al. (2000b)?

Maddenet al. (1999)
Mani et al. (1999)®

Nath and Behara (200%)

Neslinet al. (2006)®

Qianet al. (2006)

Rosset and Neumann (2003)

Rosseet al. (2002)®

Schweidekt al. (2006b)

Seoet al. (2007)

Wei and Chiu (2002)

Yanet al.(2003)®

Zhanget al. (2006)

Global satisfaction with the firm
Call drops rate

Call failure rate

Billing dispute

Quality of service data

Problem solving

x X"

x

+

CRM

Customer segment X

Contacts from the firm
- Surveys
- Letters by type
- Calls by type
- Mail
- Cumulative number of contacts
- Respond to an offer sent by mail (y/n)
Contacts from the customer
- Number of calls by type (general, requests
to change service, inquiry about
cancellation, complaints, etc)
- Mean duration of calls
- Number of complaints X

x

Market

Competitor rates

Advertising costs

Business/ residential
Age
Gender X"

X*
X*

>3+ X,

XX

Socio-
Demographic

Marital status

Level of education

Ethnicity

Geographic area

Years at current address
Years with current employer

XX

xX*

X*

X*
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Ahn et al. (2006)

Bin et al. (2007)

Bonfreret al. (2007)®

Burez and Van den Poel (20Q7)

Chenet al. (2007)®@

Drewet al. (2001)

Eshghiet al. (2007)

Ferreiraet al. (2004)®

Hunget al. (2006)®

Jamal and Bucklin (2006)

Kim and Yoon (2004)

Lemmens and Croux (2008)

Li et al. (2006)®

Lu (2002)@

Lu (2003)®

Maddenet al. (1999)

Mani et al. (1999)®

Mozeret al. (2000a)?

Mozeret al. (2000b)?

Nath and Behara (200%)

Neslinet al. (2006)®

Qianet al. (2006)

Rosset and Neumann (2003)

Rosseet al. (2002)®

Schweidekt al. (2006b)

Seoet al. (2007)

Wei and Chiu (2002)

Yanet al.(2003)®

Zhanget al. (2006)

Retired (y/n)

Number of people in the household
Children in the household (y/n)

Number of children

Children's age

Number of adults

Primary household member's age
Primary household member's occupation
Account spending limit

Social group

x

x

>+

X*

Econ

omic

Income

Household income and wealth ranking

X*

Ownership

Telephone (mobile, fixed phone, none)
Car type

Type of residence

Number of credit cards

Number of vehicles

Vehicles value

X*

Other

Previous switching experience (y/n)

(1) The predictors used in the study are not ptesen

(2) Only some predictors are presented
(3) Only significant predictors are presented

* Significant covariate

+ Redgiffect on customer churn
Negative effect on customer churn
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2.6.4. Models to estimate customer churn

Several types of models have been used to estioougtemer churn. Some of them are:
heuristic models (for instance, the RFM model), $licbmittleinet al. (1987) model and its
extensions, binary logistic models, discriminanalgsis, survival models, decision trees,
and artificial neural networks (ANN). It should heted that both the RFM model and the
Schmittlein et al. (1987) model and its extensions were developedntmrcontractual

situations, and, as such, they are briefly onlydbed in this study.

2.6.4.1. Heuristic models: the RFM model

The Recency, Frequency, and Monetary Value (RFMcéfenth) model is a heuristic

model largely used in customer management.

The RFM approach was firstly proposed by Cullinai®78 (Haenleirt al, 2006) and it
was extended by Bauer (1988). Nevertheless, Cullfoand the use of these variables to
predict future purchase in the 1930s. Also, Gugital. (2006) and Shih and Liu (2003)
argue that this technique has been used for ovean8050 years, respectively, in direct

marketing.

This approach is based on three dimensions:

» Recency — time elapsed since the last purchase;
* Frequency — number of purchases made within afspénie period;
= Monetary Value — total amount of money spent orcipases from the firm within a

specific time period.

RFM is a marketing scoring technique that usegp#st purchase behaviour to predict the
future customer behaviour. As such, this heuristimore appropriate for noncontractual
situations. The RFM approach has been used to samswmers and segment them

according to the three dimensions (Colombo andg)iaf99; Reinartz and Kumar, 2002,
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2003), to allocate resources across customers if@@moand Jiang, 1999; Reinartz and
Kumar, 2002; Shih and Liu, 2003), to target magkeigrams at specific customers (Gupta
et al, 2006), to predict partial defection (Buckinx avidn den Poel, 2005), to compute
CLV (Dhar and Glazer, 2003) and to estimate customeenues (Ryals, 2006). Several
studies demonstrate that the RFM variables are gwedictors for the probability of
purchase in the next time period (Etzetral, 2005).

According to the RFM approach, customers are assumbe more valuable in the future
if they made a larger number of purchases and spelairger amount of money on
purchases from the firm recently than if they mésle purchases and spent few money on
purchases from the firm some time ago (Dhar andz&s)a2003). In other words, this
technique assumes that the most valuable custaméns future are those who have also
been the most valuable in the “recent” past (Sctiglei2004). But Levin and Zahavi
(2001) highlight that recency may work in the reseeway for durable products.g.,cars),

i.e., the likelihood of purchase increases with the oiseecency.

Some advantages of the RFM approach are: it doeseqaire any additional data, it is
inexpensive, easy to implement, and easy to uratetdty managers (Gupéa al, 2006;
Haenleinet al, 2006; Shih and Liu, 2003; Villanueva and Hanss@®07). Yet, this

approach has also some problems. For instance:

= RFM focus on revenues and ignores the costs ofiaguservicing, and retaining
customers; so, the customer profitability is natsidered (Dhar and Glazer, 2003;
Reinartz and Kumar, 2002; Ryals, 2002a);

= RFM is very simplistic because it only incorporatebmited number of variables
(Villanueva and Hanssens, 2007);

= RFM does not take into consideration the effecthef volatility of a customer’s
past purchasing behaviour on his/her future puinfgagehaviour (Dhar and
Glazer, 2003);

= RFM ignores the influence of market and macroecaosnaariables (Dhar and
Glazer, 2003);

= RFM ignores that customers’ past purchase behawayrbe the effect of the past
marketing activities of the firm (Gupt al, 2006);
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= RFM only allows for the prediction of short-termtdte behaviour of a customer
(Etzionet al, 2005; Fadeet al, 2005a).

2.6.4.2. Schmittlein et al. (1987) model and its extensions

Schmittleinet al. (1987) proposed a Pareto/Negative Binomial Digtidn (Pareto/NBD)

model that intends to predict the probability ofwstomer remaining active to the firm,
based on recency and frequency. The authors usentbdel to predict the expected
number of transactions in the next period. This ehdd adequate for noncontractual

situations and continuous duration time.

Schmittlein and Peterson (1994) extended the Sdemitet al. (1987) model by
incorporating the value of transactions in the nholaderet al. (2005b) proposed a beta-
geometric/NBD model which is easier to implemeranttthe model of Schmittleiat al.
(1987). Fadeet al. (2004) proposed a beta-geometric/beta-binomialehaoahich is an
extension for discrete time. Fadet al. (2006) derive an expression to estimate the
Pareto/NBD model parameters using aggregate da@nafRz and Kumar (2000)
implement and extended the approach suggestedtbyiflein and Peterson (1994). They
also firstly incorporate the Pareto/NBD model i t6LV. Reinartz and Kumar (2003)
replicate the Pareto/NBD model of Reinartz and Kuf2#00), by using the maximum
likelihood estimation method. They also suggestpdbaedure to transform the continuous

dependent variable into a dichotomous variablav@tbactive).

2.6.4.3. Binary logistic models and discriminant analysis

In the customer churn context, both binary logistiodels and discriminant analysis is
used to predict the probability of churn for eaastomer, and, thus, identify the customers
that are likely to cancel a contract with the firma pre-specified period, based on some

covariates. In this context, the dependent variable
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y= {O the customer does not cancel the cont

1 the customer cancels the contract

Villanueva and Dominique M. Hanssens (2007) presente problems about the use of
these methods in the customer churn predictionticde8.3 mentions some disadvantages

of the binary logistic models in the presence aftion data.

2.6.4.4. Survival models

Continuous survival models are exhaustively descrin Chapter 3.

2.6.4.5. Decision trees

In the customer churn context, decision trees mayded to classify the customer into
active/inactive. Based on some rules, a kind af tseconstructed. CART and CHAID are
some possible algorithms for designing the decisiea. The design of the tree requires a

training set.

2.6.4.6. Artificial neural networks

Artificial neural networks (ANN) are non-linear meld which can be very useful to model
complex situations. A well known problem of thesedals is that they are considered a
“black box”. The use of the ANN also requires arireg set.
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3. CONTINUOUS SURVIVAL ANALYSIS

3.1.Introduction

Survival analysis (also called duration analysigerg history analysis, time-to-event
analysis, transition analysis, reliability analys@ failure time analysis) is a type of
econometric method developed to explain and prddettime to event occurrence. The
term “survival analysis” has been predominantlyduse biomedical sciences, where the
variable of interest often is the time to deatlpafients. Survival analysis is usually called
“reliability analysis” or “failure time analysis’ni the context of engineering sciences
because the focus of engineering people is on ithe tntil machines or electronic
components fail. Researchers in the field of sost@nces have mainly used the terms

“duration analysis” and “event history analysis”.

In survival analysis, the event of interest ocowigen the individual changes from one

state to another one.

In this study, the term “failure” is sometimes udeddenote the event of interest, even
though this event may not have necessarily a nggatinnotation. For instance, in studies

about the time of unemployment, the event of irgkiethat the individual gets a job.

There are two types of survival models, continuand discrete, depending on whether the
event of interest occurs at any instant in timen{cwous time) or at discrete time,
respectively. Note that survival times are somesig@uped into discrete intervals of time

(e.g.,months or years).

In this study, only the continuous survival modais described and used because the event
of interest occurs in continuous time. Furthermesesept when mentioned, it is assumed
that the population is homogeneous (that is, al differences between individuals are
described by the covariates), all individuals ie #tudy are susceptible of event occurrence,
there is only one type of event of interest, theng\of interest only occurs once at any
individual, and all the covariates are time-invatidt is also assumed that censoring time

and survival time are independent, conditionallytioa covariates included in the model.
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As such, the most of this study refers to two-statedels, which state structure is
described in Figure 1.

Figure 1 — State structure of two-state models

A\ 4

State 1 State 2

Two-state models are Markov models, because “thedulepends on the history only
through the present” (Puttet al, 2007: 2415).

This chapter is organized as follows. Section 38&cdbes the notions of censoring and
truncation. The reasons for the inadequacy of Gl.8nalyse survival data are exposed in
section 3.3. Section 3.4 summarizes the functidnsuovival time, namely the survival,

density, hazard, and integrated hazard functiomsselction 3.5 we review the types of
survival models, which are divided into three maimtegories, nonparametric, semi-
parametric, and parametric models. Section 3.6eptsesa review of literature about frailty

(unshared and shared) models. A brief introduabbmultiple events models is presented

in section 3.7. Lastly, the basis of survival maddiagnostics is reviewed in section 3.8.

3.2.Censoring and truncation

One characteristic of survival data is that theoimfation about the survival time of
individuals may be incomplete; that is, some infation about the survival time of the
individual is available, but the exact survival éins unknown (Collet, 1994; Kleinbaum
and Klein, 2005; Lee and Wang, 2003). This phenameis known as censoring.
Censoring occurs when the individual does notvdille under observation, the individual
is lost to follow-up during the study, or when tindividual fails by different reasons than
the event of interest in the study (Clewtsal, 2004; Collet, 1994; Kleinbaum and Klein,
2005; Lee and Wang, 2003).
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Let 0 be a random variable indicating failure or censgridefined asd =1 if the

individual fails during the study period, ard= otherwise.

According to Clevesgt al. (2004), Collet (1994), and Hosmer and Lemeshow®w%).%here

are three types of censoring. Specifically,

» Right censoring- when an individual has not experienced the ewvémterest at
the end of the period in analysis (Clewetsl, 2004; Collet, 1994). In this way, the
total length of survival time is unknown, and welyoknow that the completed
survival time is of lengtil >t (Jenkins, 2005). Right censoring is easily deathb
in semi-parametric and parametric models (Cleatesd, 2004).;

» Interval censoring— when an individual experiences the event ofregein a
known interval of time, but the exact time is unkmo(Cleveset al, 2004; Collet,
1994). Interval censoring is easily treated in patic models but difficult to treat
in semi-parametric models.;

» Left censoring- when an individual fails before being under abagon. Allison
(2004) and Collet (1994) designates left censoreservations as those whose

event of interest occurred before a given unkndme t .

Besides these types of censoring, Klein and Moesgan (1997) and Allison (2004)
mention other type of censoring, which they caldam censoring. There is random
censoring when “the follow-up stops for reasonst thee not under control of the
researcher”€.g.,the individual dies, moves away or declines totiome participating in
the study) (Allison, 2004: 371). Survival modelss@®e that random censoring is
noninformative, that is, “the fact that an indivadus censored at a certain point in time
does not provide any information about that indistls risk of experiencing the event”
(Allison, 2004: 371). Allison (2004) suggests thesearchers should try to minimize this
type of censoring, because there is no way to cbittdn practice, this type of censoring is

treated as right censoring (Allison, 2004).
Survival models assume that the uncensored popnlaipresents the independent right-

censored sample, which means that censored indilgdave the same risk of failure than

uncensored individuals (Andersen and Keiding, 2002)
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On the other hand, data is truncated when the stedign implies a systematic exclusion
of observations from the sample (Hosmer and Lemesh699; Jenkins, 2005; Tableman

and Kim, 2004). According to these authors, tlaeestwo types of truncation:

» Right truncation — the sample only includes those individuals whaveh
experienced the event of interest until a giveretitm this way, relatively “long”
survival times are systematically not included.;

» Left-truncation or delayed entry the sample excludes all individuals that

experienced the event of interest before the ddlaygry time in the study.

Cleveset al. (2004) refer another type of truncation, denonadanterval truncation or
gaps, which includes those individuals with gapsit s, those individuals who are not

under observation during a period in the middléheir observation.

Both semi-parametric and parametric models easihdle truncation data, as explained by
Cleveset al. (2004).

3.3.The inadequacy of OLS to analyse survival data

According to Cleve®t al. (2004) OLS is not adequate to analyse survivah datcause
OLS assumes that the residuals follow a normakidigion (or, in other words, time
conditional on covariates is assumed to be nornudiyibuted), but this assumption is not
valid in many situations of survival data. Thes¢hats present two examples of events
where the assumption of normal distribution of tim&nreasonable. They are: (i) an event
that has a constant instantaneous risk of failoitevi's an exponential distribution; and (ii)
situations of particular serious surgical procedwkere “many patients die shortly after
the surgery, but if they survive, the disease mightexpected to return” (p. 2). Even
though the normal distribution assumes both pasiind non-positive values and survival
time is always nonnegative, this inadequacy caoveetaken as suggested by Clegesl.
(2004). Linear regression is robust to deviatiansif normality, but it is not robust to two

other characteristics of survival data, which ane-symmetry and non-unimodal (Cleves
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et al, 2004). Box-Steffensmeier and Jones (2004) antet3dl994) propose the use of the
natural log of survival time to alleviate the skesa problem.

Jenkins (2005) argues that OLS is inadequate ttysmaurvival data because of (i) the
problem of right censoring, and (ii) OLS cannotldeith time-varying covariates. Allison
(2004) and Box-Steffensmeier and Jones (2004) siate the problem of traditional
regression models to deal with censoring, trunoaemd time-varying covariates. Whereas
Collet (1994) points out the difficulty of OLS t@hdle censored observations, Clegtal.
(2004) argue that right censoring is not a reablamm in linear regression because it can be
easily fixed to deal with right censoring (for iaste, the software STATA can easily fit

these type of models).

Binary dependent variable models, like logit orlptocan be an alternative to OLS that
overtakes the censoring and structural modellirablems of OLS (Jenkins, 2005). The
dependent variable would be whether or not the tewkmterest occurs to an individual.
But binary dependent variable models have someddisdaages compared to survival
models, such as (Allison, 2004; Jenkins, 2005;idaum and Klein, 2005),

= The survival time of each individual is not congeth

» |t does not take into account the exact time attieiach person changes the state.

3.4.Functions of survival time

The distribution of survival time is usually desa&d by four main functions: (i) survival
function; (i) density function; (iii) hazard furioh; and (iv) integrated hazard function.
These functions are mathematically equivalent, whmeeans that given one of them, the

others can be derived.
Let T be a continuous non-negative random variable, lwhépresents the survival time

(measured in minutes, hours, days, years, dtdg any specific value of interest for the

variableT , and the survival times be independent.
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The cumulative density function af is

F(t):(tj)f(x)dx:P(TsQ (1)

3.4.1. Survival function

The survival function is also called survivor fuect, survivorship function, or reliability
function. The survival function is the probabiliy an individual to survive beyond tinte
(Collet, 1994), that is

S(t)=°{of(x)dx= A T> }=1- /) (2).

S(t) is a monotone, nonincreasing function of tithavith the following theoretical

properties (Clevest al, 2004; Jenkins, 2005; Klein and Moeschberger, 1997

1 fort=0
()=
0 fort=om

The graphical representation S(t) is the survival curve. This curve can be used to

determine the median and other percentiles. Exangdlsurvival curves can be found in
section 3.5.4 for each parametric model.

3.4.2. Density function

The density function is also called probability gy function or unconditional failure rate.

The density function of the survival timie is the limit of the probability that an individual
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fails in a very small (infinitesimal) intervalto t + At per unit widthAt (Lee and Wang,
2003). Specifically,

f(t):A"tTo P(tsTA:tmt) _ dl;Et) :%t[l—s(t)]z—s(y (3),

The density function is non-negative and may assvahees greater than one, because it is
not a set of probabilities (Jenkins, 2005).

The graphical representation 6ft) is the density curve. Some examples of densityesur

can be found in section 3.5.4, for each paramstnigival model.

3.4.3. Hazard function

The hazard function is also called instantaneoilsréarate, intensity function (or rate),
force of mortality, conditional failure rate, ageesific failure rate (Clevest al, 2004,
Klein and Moeschberger, 1997; Lee and Wang, 20@X function, or transition intensity
(Andersen and Keiding, 2002). The hazard funct®thé instantaneous potential per unit
time for the event occurrence, given that the idial has survived up to time
(Kleinbaum and Klein, 2005; Tableman and Kim, 2004jat is,

P(t<T<t+At]T>t) _ ding)_ ) _ f()
At - dt1-F(t) (9

h(t) = lim

At -0

The hazard function can vary from zero to infinitjeaning no risk and certainty
occurrence of the event of interest at that momespectively (Clevest al, 2004). The
hazard function can present a diversity of shapesh as increasing, decreasing, constant,
or even more complicated forms (Lee and Wang, 2008¢ graphical representation of
h(t) is the hazard curve (see some examples in se&fod, for each parametric survival

model).
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While the survival function describes de survivgberience, the hazard function describes
the failure experience. The hazard function isrefginterest mainly because (Kleinbaum
and Klein, 2005):

= |t measures the instantaneous risk whereas thavalifunction is a cumulative
measure;

= |t allows to identify a specific parametric model;

» The survival model is usually described by its mdZanction.

3.4.4. Integrated hazard function

The integrated hazard function is the total riskaiiire accumulated up to tinte(Cleves
et al, 2004) and is defined as:

t t 1 d
= dx=-[ ——| — dx= -1 1 .
H (1)= () o (gs(x)[dxs( | ae-in ¢) (5)
The integrated hazard function has the followingptietical properties:

H(t)={0 fort=0

oo fort=o

The relationship between the integrated hazardtimmand the other ones is described as

follows:

S(t) = exp- H(t)) (6),
F(t)=1-exp(-H(t)) (7)

f(t)=h(t) exp- H(t)) (8).
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3.5. Types of models

Continuous survival analysis encompasses sevdfatatit types of models, which can be
grouped into three main categories, namely nonpatré&on semi-parametric, and

parametric models, as can be seen in Figure 2.

Figure 2 — Types of continuous survival models

Continuous survival models

Nonparametric models Semi-parametric models Parametric models
= Kaplan-Meier estimator Cox PH model PH AFT
= Nelson-Aalen estimator
= Life-tables

= Exponential
= Weibull
= Gompertz

Exponential
Weibull
Log-normal
Log-logistic
Gamma

Generalized
gamma

3.5.1. Proportional hazards versus accelerated failure tira models

Continuous survival models can accommodate botlptbportional hazards (PH) and the
accelerated failure time (AFT) forms. A PH modebi® that satisfies the PH assumption
and an AFT model is one that satisfies the AFT @mgsion.

In PH models the effect of covariates is multigiiea in relation to the hazard, whereas in

the AFT models, this effect is multiplicative inaton to the survival time (Allison, 2004,
Box-Steffensmeier and Jones, 2004; Kiefer, 1988jrilaum and Klein, 2005).
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The Cox semi-parametric model is a PH model. Aamggto parametric survival models,
exponential and Weibull models can accommodate bwhPH and AFT assumptions;

Gompertz is a PH model; the others parametric nscalel AFT models.

3.5.1.1. PH models

PH models are expressed as

h(t| X)=hy(t)exd B X)  ,h(t)=0 (9),

wherehy (t) = h(t| X=0) is the baseline hazar¥ is the matrix of covariates3 is the
vector of the coefficients of the covariates8' X ) is the relative hazard, arekp(3; ) is

the hazard ratio of the coefficient of; .

PH models assume that the hazard rates of anyrsheiduals are proportional over time
(PH assumption) (Allison, 2004; Therneau and Gramp&000). In other words, the PH
assumption means that there is a hazard ratio {(pR)is constant and non-negative over
time. This assumption can only be satisfied icalariates are time-invariant. Equation 10

demonstrates this property, as it shows that tkardaratio does not depend on time.

h(tI%) _ w(gexp(8 X)
hi (t1%;)  h()exp(8 %)

_ exp B
ex 'Xj

:exp[,é"(xi =X )}

i# ] (10).
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This is equivalent to say that

h(t1%)=HRxh (1 %) , i ] (11).

As such, the effect of any covariate in the hafardtion is constant over time (Allison,
2004; Ata and Sozer, 2007; Hess, 1995). A direasequence of the PH assumption is
that the hazard curves of two distinct individualsgroups of individuals cannot cross
(Collet, 1994).

Figure 3 shows the PH assumption by comparing #mara curves of two groups of
individuals. If the hazard ratio is 2, the distamtéhe vertical line between theaxis and
the hazard curve of group 1 is the double of tistadice between theaxis and the hazard

curve of group 2, at any time

Figure 3 - Hazard curves of a PH model HR = 2)

h(t)

Group 1
Group 2

3.5.1.2. AFT models

AFT models can be written as linear modelsirdi). As such, they are expressed as

(Collet, 1994)

In(T)=8' X +o¢ (12),
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where ¢ is a random disturbance with a fixed variance, ani$ a scale parameter that
controls the variance &f . This model assumes thatis independent of the covariates and
that &; is independent ofj, i # j (Allison, 2004).

In order to estimate AFT models by maximum likebdpthe probability distribution of
must be specified (Allison, 2004; Clevessal, 2004). There are four distributions that are
usually used for, which are the normal, the logistic, the extrenadug, and the log-
gamma distribution (Allison, 2004). The distributiof T depends on the distribution ef
(Allison, 2004, Clevest al, 2004), as presented in Table 5.

Table 5 — Relationship between the distribution ofe and the distribution of T

Distribution of & Distribution of T
Extreme value Weibull or exponential
Normal Log-normal

Logistic Log-logistic
Log-gamma Gamma

Source: Allison (2004: 374)

AFT models assume that there is a constant nontimegecceleration factor that stretches

out or shrinks survival times (Collet, 1994). Thisumption can be expressed as

S(tIX)=9(w1) ,eo0p=0 (13),

where § (t| X) is the probability of the individual/groupsurvives beyond time, given

X, S is the baseline survival, angl = exp- 8’ X) is the acceleration factor. The

implied hazard function is given by

h(t] X)=¢ k(g 1) (14).

It is expected that the event of interest occumeo for individuals withy >1 and later

for individuals withg < 1(Cleveset al, 2004; Jenkins, 2005).
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An exemplification of this assumption for the cadehe relationship between the age of
dogs and humans is presented in Kleinbaum and K2@005). They state that it is

popularly believed that “dogs grow older seven srfester than humans” (p.266), and, as
such, the probability that a dog survives more th@ryear equals the probability that a

human being survives more than 70 years, thagi&) = Sy (7).

Other interpretation of the AFT model is that thevssal time (or the median survival

time) of an individual of group is ¢ times the survival time (or the median survival

time) of an individual of the reference group (€tll1994), that is,

Survival time¢ =¢ x Survival timg (15),

and

Me(t) =y x Me( p) (16).

Kleinbaum and Klein (2005) present a graphic tHaanty shows the AFT assumption
comparing the survival curves of two groups of wdlials. Considering an acceleration
factor equal to 2, it can be seen that the distamdbe horizontal line between tigft)
axis and the survival curve of group 2 is the deutfl the distance between &) axis

and the survival curve of group 1, at any titn@igure 4).

Figure 4 — Survival curves of an AFT model ¢ = 2)

Group 1
Group 2

t

Source: Kleinbaum and Klein (2005: 268) (addjpt
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Allison (2004) points out some limitations of thé&=A models. He states that the results
strongly depend on the selected distributiongorOn the other hand, he mentions some
advantages of the AFT models compared to the Caeinsuch as (i) AFT models handle
better left-censoring and irregular interval censgirand (ii) they easier predict the failure

times.

3.5.2. Nonparametric models

Nonparametric models do not make any assumptioutatte shape of the relevant
functions and they do not include any covariate¢Bfeldet al, 2007; Clevegt al, 2004;
Collet, 1994). As such, these models are very uidefufirst exploratory data analysis
(Blossfeldet al, 2007). The hazard function is estimated baseg @mlthe empirical data
of survival time and on the customer status. Catesi can only be considered by
stratifying the data into groups and then compatiregsurvival and hazard functions of the
groups. A handicap of the nonparametric modelsh& they can only handle a small
number of groups and only one covariate can beysedl| at each time. Moreover,
continuous covariates cannot be analysed in nonpree models, except if they are
discretized.

Lee and Wang (2003) point out that nonparametricdetso are more efficient than
parametric models when the adequate theoretictiliison is unknown; but they are less
efficient than parametric models when survival tifokows a known distribution. In any
case, nonparametric models can be useful to chihaséheoretical distribution, by the

analysis of their survival curves (Clevatsal, 2004; Lee and Wang, 2003).
The (product-limit) Kaplan-Meier method for estinmgt the survival function, the Nelson-

Aalen estimator of the integrated hazard functiamd life tables are some examples of

nonparametric models.
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3.5.2.1. Kaplan-Meier estimator of the survival function

Letty <ty <---<tj <---<ty <o denote the observed failure times andtjeandt; be

independen(i Z j). The Kaplan-Meier estimator of survival functidfaplan and Meier,

1958) is expressed by

" d;

&)= n |1-— (17),
jlty <t nj

wheredj is the number of individuals that fail ajt, n; is the number of individuals that

are at risk of failure immediately prior 1q (i.e., the number of individuals that survive at

least untiltj ), which is given by

nj =(mj +dj)+(mjiq +dje )+ +(my +dy) (18),

and m; is the number of individuals whose survival tinge densored in the interval

The KM estimates of the survival function can oh&/determined at uncensored survival
times (Jenkins, 2005; Lee and Wang, 2003). Conselyighe survival curve is a step
continuous function, starting at= 0 (Collet, 1994).

When there are no censored observations, the @stwhéhe survival function at timeis
the proportion of individuals alive at tinte(Allison, 2004; Collet, 1994). Note that when
there are tied observations, the Kaplan-Meier edttmassumes that failures occur before

censoring (Hosmer and Lemeshow, 1999).
The estimator of the integrated hazard function lvarderived from the KM estimator of
the survival function, using Equation 6. The estonaf the hazard function cannot be

directly derived from the estimator of the integdithazard function by taking the
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derivative of the integrated hazard relative fdecause the integrated hazard function is a
step function and, as such, its slope is not wefingéd (Cleve®t al, 2004; Jenkins, 2005).
Hougaard (2000) points out that this is the masadvantage of this kind of models. An
alternative to compute the estimator of the hazanttion is dividing the survival time
into regular intervals of time and determine estemaof the interval hazard function
(Collet, 1994; Jenkins, 2005). The hazard funciioreach interval is given by (Collet,
1994)

d;

ht) =
(t) 0T

(19),

wheret; <t<tji;, and7j =tj4; —t; is the length of the intervaj . Note that this

equation cannot be used to determine the hazardfdhe interval that starts at the longer

failure time, because the interval is open-ended|¢C 1994).

Another alternative to derive the hazard functisrby smoothing the integrated hazard
function with the Kernel smoother method, as exmedi by Klein and Moeschberger
(1997) and Clevest al. (2004). The smoothed hazard function is easilyvddrby using
this method (Jenkins, 2005).

Kaplan-Meier is a maximum likelihood estimator, amad such, it is proved that under
certain conditions, its estimates are consistedtamymptotically normal (Lee and Wang,
2003). The KM estimator can easily handle censaretitruncated observations (Cleets
al., 2004). Nevertheless, this estimator also pressmne drawbacks, as explained by Lee
and Wang (2003: 76).

3.5.2.2. Nelson-Aalen estimator of the integrated hazard fuetion

The Nelson-Aalen estimator is the result of a stoidielson in 1972 and a study of Aalen
in 1978 (Cleve®t al, 2004). Nelson-Aalen firstly estimates the intéggahazard function
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and then derives the survival function, which ig thverse process of Kaplan-Meier
estimator. The Nelson-Aalen estimator of the iraéept hazard function is expressed as

. d,
)= = {—‘] (20),
jit; <t\ Nj

and the derived estimate of the survival functisanfetimes called Fleming-Harrington
estimator) is computed based on Equation 6.

Kaplan-Meier and Nelson-Aalen estimators are asgtigatlly equivalents (Clevest al,
2004; Jenkins, 2005). But for small samples, théesdteAalen estimator produces better
estimates of the integrated hazard function an#ggan-Meier estimator produces better
estimates of the survival function (Clewetsal, 2004; Jenkins, 2005).

3.5.2.3. Life-table estimator

There are two main groups of life-tables, populatite tables and clinical life tables. The
first group can be divided into cohort life tabledacurrent life table (Lee and Wang, 2003).
But the estimation method is similar for all typddife-tables (Lee and Wang, 2003).

The underlying idea to the life-table estimatoithe same as the Kaplan-Meier, but the
life-table estimator was developed to suit situaiovhere the number of failures and the
number of individuals in the risk set are groupetb iintervals of time (Blossfeldt al,
2007; Kalbfleisch and Prentice, 1980; Kiefer, 1988ith similar length or not (Collet,
1994). As survival time is continuous, but they greuped into intervals, the life-table
estimator of the survival function calculates aerage estimate for the midpoint of the
interval (Jenkins, 2005) and is expressed as (4894)

Nk

. j
S(j)= ﬂl(l—d—kj (21),
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where dy is the number of individuals that fail within theinterval
le =[t. tiea[ . K=1,2,,j, ny is the adjusted number of individuals in the &l in the

midpoint of the interval  , which is expressed as

d
nk:Nk—7k (22),

and Ny is the number of individuals in the risk set a #tart of interval.

The estimator of the density function and the héZanction can be derived from the
estimator of the survival function. The estimatbthe density function is (Lee and Wang,
2003)

f(j):é(i)‘é(“l)

(23),
1l

and the estimator of the hazard function is giveiiGollet, 1994)

“ f(i
f) E—() o6

3.5.3. Semi-parametric models

3.5.3.1. Cox PH model

The Cox PH model is by far the most popular suivivadel (Cleveset al, 2004). This
model was proposed by Cox (1972) and it is a searafpetric model, because the baseline
hazard is unknown and unparameterized, which méreatst is not made any assumption

about the shape of the baseline hazard functiolsOhl, 2004; Kalbfleisch and Prentice,
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1980). Thus, even though the shape of the baskérard is the same for all individuals
(Cleveset al, 2004), the baseline hazard can assume any shiagecan be an advantage
of the semi-parametric models compared to parametddels, because if the assumption
about the shape of the baseline hazard is wrongjeading coefficient estimates of the
covariates may result (Cleves al, 2004). On the contrary, when the distributiontod
survival time is known, parametric models produceremefficient estimates of the

coefficients of covariates (Clevesal, 2004; Lee and Wang, 2003).

As the baseline hazard is unspecified, the outptheestimates does not contemplate an
intercept term (Allison, 2004; Box-Steffensmeierdaiones, 2004; Cleves al, 2004;
Hosmer and Lemeshow, 1999), as it is included entiseline hazard (Box-Steffensmeier
and Jones, 2004; Clevesal, 2004). The baseline hazard is not directly oletiftom the
outputs of the estimated Cox model (Cleeesl, 2004). The estimated baseline survival
function of the Cox model is equivalent to the KapMeier estimates and the estimated

baseline integrated hazard coincides with the Melsalen estimates (Cleves al, 2004).

The Cox model is robust, because it produces etgthat are very similar to those of the
correct PH parametric model (Clevetsal, 2004; Kleinbaum and Klein, 2005). In fact, if
there are significant differences in the estimateéfficients, the survival data do not

follow the specified distribution (Cleves al, 2004).

The estimation of the semi-parametric model is fpbs®nly due to the assumption of PH
and the partial likelihood estimation method praabby Cox (Jenkins, 2005).

The hazard function of the Cox PH model is given by

h(t]| X)=hot)exdB'X)  ,hylt)=0 (25).

3.5.3.2. Estimation of the Cox model

Cox developed a new estimation method for the Cldxmiddel, called partial likelihood
estimation method (Allison, 2004; Hougaard, 200Befheau and Grambsch, 2000). The
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Cox model can only be estimated with the partikélihood method (Jenkins, 2005).
Partial likelihood allows estimating the coefficierof the Cox model without imposing
any theoretical distribution to the baseline haz#lison, 2004; Box-Steffensmeier and
Jones, 2004; Menezes, 2004). The coefficients ®fntiodel and the baseline hazard are
estimated separately; the coefficients are firgbtimated with the partial likelihood
method and then the baseline hazard is estimatéd atlher methods as mentioned in
section 3.5.3.1 (based on the values of the estth@defficients) (Collet, 1994).

The partial likelihood method assumes that the timervals between successive failure
times provide no information about the effect ovaates on the hazard function (Collet,
1994). Hence, the hazard function is zero in those intervals and it only have
significant values in failure times (Collet, 1994)allows the likelihood function to only
take into account the order of failure times, igngrthe exact failure times (Collet, 1994;
Hougaard, 2000).

According to Kleinbaum and Klein (2005) and Col[£894) the name “partial” likelihood
derives from the fact that it only considers théeorof events and does not take into

account the exact failure times.

Kalbfleisch and Prentice (1980) point out that iagence of only no-tied failure times Cox
proved that the partial likelihood estimation methpyoduces estimates for the parameters
with the same properties as MLE. However, in presesf tied failure times, the ordinary

partial likelihood proposed by Cox is not a coraistestimator (Kalbfleisch and Prentice,
1980).

3.5.3.2.1. No tied failure times

Let t; <t, <---<t, be the ordered failure times. Assuming that tla@eeno ties in failure

times, the partial likelihood is given by (Box-S&fsmeier and Jones, 2004)

k
Lp:|:| Li (26),
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wherek is the number of failure times, arg denotes the probability of the individual
fails at timet;, given that he/she is in the risk settat Equation 26 is equivalent to

(Kalbfleisch and Prentice, 1980)

k
Lp =TI (27),

i=1

5
exfB X;)
ZioR() expl8 X )

where R(t;) are the individuals in the risk set at tige As censored observations are

included in the risk set, they contribute to theatainator but not to the numerator of the

partial likelihood function. This implies the folkeng log-likelihood function

In Lngai{axi —|n{ > exp(f X )]} (28).
i=1 iOR(t)

In order to determine the maximum patrtial likelidoestimates of the modeld., the value

of the parameters that maximizes the log-likelihdoaiction), the log-likelihood is

differentiated with respect to all parameters @& thodel and then these derivatives are
setted equal to 0. Solving the following systensiofultaneous equations in order to each
parameter, we obtain the maximum partial likelih@stimator for each parameter, under
appropriate second order conditions. When sevenar@tes are included in the model,
there are several likelihood equations to be sohz=d many as the parameters to be
estimated. As it is often impossible to analytigaliolve these equations, iterative
procedures are usually used. For instance, Kafiofheiand Prentice (1980) present a

summary of the Newton-Raphson iterative procedure.

3.5.3.2.2. Tied failure times

The partial likelihood method only takes into acabthe order of the failure time and the

exact failure time is not considered (Allison, 20@bx-Steffensmeier and Jones, 2004,
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Jenkins, 2005). So, when there are censored dndefabservations at a given failure time,
it is assumed that censoring takes place aftasrésland consequently the risk set at that
time includes censored observations (Collet, 19Bbwever, when there are tied failed
observations, the exact ordering of the failureeBns impossible to be defined, and, as a
consequence, the partial likelihood proposed by CGamnot be used (Cleves al, 2004;
Collet, 1994). So, some alternatives for this mdthave been proposed in the literature.
They are: (i) the exact partial likelihood methad @verage method); (ii) the Breslow
method; (iii) the Efron method; and (iv) the exdidcrete method (Box-Steffensmeier and
Jones, 2004; Cleves al, 2004; Therneau and Grambsch, 2000).

3.5.3.2.2.1. Exact partial likelihood method

Kalbfleisch and Prentice (1980) proposed a pattikadlihood function to handle tied
observations that assumes that tied observatiendws to an inadequate measurement of
the survival time, and the exact order of survittales can be any of the possilé
arrangements of their values (Hosmer and Lemesh®&@9). This method is designated

“exact method” because it accounts for all possdrtéerings of tied failure times (Box-
Steffensmeier and Jones, 2004; Kalbfleisch andtieegri980).

The partial likelihood function of Kalbfleisch aitentice is given by

Lo=] oplfS) (29),

i=1 ZjDRdi (t) exp(,B’ Sj)

d:
where § is the sum of all covariates for all individuatet fail at timet;, S; = le X
m=1

j =it iz, ig; ). di is the number of individuals who fail at tinte and Ry, (t;) is the

set of all subsets df; items chosen from the risk set at titevithout replacement.
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This method produces reasonably good estimates thieea are a large proportion of tied

observations in the risk set at time(Kalbfleisch and Prentice, 1980). But if there are

many ties at any failure time, this method becormighly computationally expensive
(Kalbfleisch and Prentice, 1980).

3.5.3.2.2.2. Breslow method

This method was proposed by Breslow in 1974 (Bef&bismeier and Jones, 2004,
Hosmer and Lemeshow, 1999). It is an approximabbrthe exact partial likelihood

method (Hosmer and Lemeshow, 1999; Kalbfleisch Brehtice, 1980). The Breslow
method assumes that tied failure times happen inumknown (and not important)

sequence and that the risk set includes all indalglat risk at the failure time (tied and no
tied observations) (Box-Steffensmeier and Jone®4R0The Breslow partial likelihood

function is expressed as (Kalbfleisch and Prenfi®80)

exp( S
Lp =M ( S ) ) (30).
i=1 AV
= S jor() e B X )|
This method is adequate when there is a small ptiopoof tied observations in the risk
set at timet; (Collet, 1994; Klein and Moeschberger, 1997), Wwhen this proportion is

large this method may produce large biased estsradtéhe coefficients of the covariates
(Kalbfleisch and Prentice, 1980). Therneau and Gsmim (2000) point out that even
though its computation is fast, the Breslow metpoaduces the least accurate estimates.
Box-Steffensmeier and Jones (2004) also highligatsimple computation of this method.
According to them, this is the most used metholdatadle tied failure times. Actually, this
is the default method in almost all software (Thk@un and Grambsch, 2000).
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3.5.3.2.2.3. Efron method

Efron method was proposed by Efron in 1977 (BoxXt&tsmeier and Jones, 2004;
Hosmer and Lemeshow, 1999). This method is alsapgnoximation of the exact partial
likelihood method (Clevest al, 2004; Kalbfleisch and Prentice, 1980). Accordiaghe
Efron method, the risk set changes depending orsdlqeence of the tied events (Box-
Steffensmeier and Jones, 2004), and, thereforeaghpsoximation is more accurate than
that proposed by Breslow (Box-Steffensmeier andedp8004; Clevest al, 2004) but it
requires more calculations (Cleves al, 2004). This method produces quite accurate
estimates except if the proportion of ties relativethe size of the risk set is extremely
large (Therneau and Grambsch, 2000). When the propmf tied observations is small,
the estimates obtained by this method are quitéasino those of the Breslow method
(Klein and Moeschberger, 1997).

The Efron partial likelihood function is given bigdlbfleisch and Prentice, 1980)

exp(B'S)

d -1
glimmw“dﬂXJ-Ud)

(31),

)]

wherer is the number of individuals with tied failure &) andD(ti) is the number of

individuals with tied failure times in the risk sattimet; .

3.5.3.2.2.4. Exact-discrete method

Kalbfleisch and Prentice (1980) suggest the uséhisf method when ties are frequent.
While the above methods assume that time is cantisithe discrete method assumes that

time is discrete (Box-Steffensmeier and Jones, 2004
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The exact-discrete method estimates the probalihigy an individual fails at timég ,
given the composition of the risk set at tilpgBox-Steffensmeier and Jones, 2004). This
method creates groups of individuals based on idieset at time;; and the dependent
variable is the censoring indicator (Box-Steffen@nand Jones, 2004). This is equivalent

to a conditional logit model (Box-Steffensmeier alwhes, 2004). For more details, see

Box-Steffensmeier and Jones (2004).

Hertz-Picciotto and Rockhill (1997) compare threetmods to handle tied observations in
the partial likelihood: the Breslow, the Efron, atm marginal likelihood of Kalbfleisch
and Prentice (1973) methods. In a simulation withmensored observations, they found
that the most accurate method is that of Efron, elgnwhen the sample is small.
Furthermore, they found evidence that whereas thsl®v method tends to underestimate
the coefficient of the covariates, the Kalbfleismhd Prentice method tends to produce

overestimated coefficients, and that this biasdd¢ndecome accentuated as ties increase.

3.5.3.3. The extended Cox model

The ordinary Cox model can be extended by doirggiitation, including TVCs or frailty

effects. All of these extensions are describedvelo

3.5.3.3.1. The stratified Cox model

When one or more covariates do not satisfy the Bsuraption, they may be used to
stratify the Cox model and the other covariates sh#isfy this assumption are included in
the model (Ata and Sozer, 2007; Blossfetddl, 1989; Klein and Moeschberger, 1997).

Therneau and Grambsch (2000) present some disadeasnof the stratified Cox model,
which are,
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» The association between the stratification variabfed survival time is not
statistically tested because the stratum effeetestimated nonparametrically;

» Whereas stratification using categorical covariasegasy, continuous covariates
need to be categorized, which can be a subjedasle t

» Using few categories leads to residual bias inctiefficients of the covariates, but
a large number of categories leads to efficiensg;lo

» Stratified Cox models are less efficient than thdirary Cox model.

Let Zy, Z5,---,Zy be the covariates that do not satisfy the PH apiam Xy, Xo, -+, X

be the covariates that satisfy the PH assumptMZa* Is a variable withg =1, 2, K"
disjoint strata (as many as the number of comlonatiof the categories of all variables
Z;).

Data are divided based on the values of the varizbland then a stratified Cox model

can be estimated. As the stratified variaBle is not included in the model, it is not
estimated a coefficient for this variable (Thernemd Grambsch, 2000). The hazard

function of the stratified Cox model is given byalKfleisch and Prentice, 1980)

hg (t| X) = hog (t)exp(B' X) (32),

where hog (t) is the baseline hazard of the stratgmAs can be seen in the equation 32,

the baseline hazard function varies across grdugsthe coefficients of the covariates are
constant across groups. This later property oftredified model is called “no-interaction”

assumption (Ata and Sozer, 2007; Kleinbaum andrKI2D05). In this way, the PH is

assumed within each stratum but not across sttdtaand Sozer, 2007; Collet, 1994; Lee
and Wang, 2003). Being an assumption, the “no-@atesn” should be tested (Kleinbaum
and Klein, 2005).

The hazard function of the interaction model idrkd as

hg(t1X) = hog (t)exds'q X) (33).
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An alternative, but equivalent, hazard functiorthe interaction model is (Kleinbaum and
Klein, 2005)

hg (t1X) = hog (t)exds' X + Bix 22 (34),

where s are dummy variables frod , s=12,--,k —1. If all the coefficients of the
interaction terms are statistically significante tiestimates of the stratified model is

equivalent to those obtained by estimating sep&@atemodels for each stratum (Therneau
and Grambsch, 2000).

The test of the “no-interaction” assumption iskeelihood ratio test based on a comparison
of the log-likelihood of the no-interaction modeidathe log-likelihood of the interaction
model (Ata and Sozer, 2007; Kleinbaum and Kleif)20 The statistic of the likelihood
ratio test is given by (Kleinbaum and Klein, 2005)

LR=-2InLg -(-2InLg) (35),

where R is the reduced (no-interaction) model, aads the full (interaction) model. This

statistic follows approximately a chi-squared dlgttion with p or p(k* —1) degrees of

freedom (for the interaction model and for theralddive interaction model, respectively)
under the null hypothesis that no-interaction iseptable (Kleinbaum and Klein, 2005).
As such, the interaction model is preferable whenmd is statistical evidence to reject this

null hypothesis (Kleinbaum and Klein, 2005).

Similarly to the ordinary Cox model, the stratifi€dx model is estimated using the partial
likelihood method. The partial likelihood functiar the stratified Cox model is expressed

as (Hosmer and Lemeshow, 1999)

=~

g (36),

«
1
[N
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where Ly - is the partial likelihood function for thgth stratum.

3.5.3.3.2. The Cox model with time-varying covariates

A time-varying covariate (TVC) is a variable thaaynvary with time. When the value of

TVCs only changes at discrete tings it is assumed that their values remain constant i
the k intervals fromt; until tj,; (jump process). Thus, the survival time can bedei

into successive intervals of constant covariateghis situation, the survival function is

expressed as (Box-Steffensmeier and Jones, 2004)

k
S(%)= _|'|1P(T> | T 1}—1) (37).
J:

TVCs can easily be incorporated into survival medélowever, the estimation of these
models becomes more complicated (Allison, 2004; #&td Sozer, 2007; Tableman and
Kim, 2004). Allison (2004) mentions two computabmmethods to estimate survival
models with TVCs, and both produce the same refallison, 2004). They are:

»  Programming method there is a record per individual and the TVGeparated
into several covariates, one for each different@alf the covariate;

» Episode splitting method (or counting process m#thothere are multiple records
per individual, one for each period during whichavariates are constant. Thus,
the TVC only appears once, but its value variensecrthe records of each

individual.

The extended Cox model with TVCs is not a PH mdmelause the PH assumption does
not hold with TVCs (Ata and Sozer, 2007; Collet949 The hazard function of the
extended Cox model with TVCs is defined as (Bldgsé¢ al,, 1989)

h(t] X, W(1)= y(dexp(8 " X+a W(}) (38)

72



whereW(t) is the vector of time-varying covariates. This mlogissumes that the effect of

a given TVC on the survival probability at tinhedepends only on the value of this TVC at
time t and not on the value of the TVC in an earlier ti(Kéeinbaum and Klein, 2005;
Tableman and Kim, 2004). However, the extended iGogel can also include TVCs with
lag-time effects (Kleinbaum and Klein, 2005, Tabdéenand Kim, 2004). In this situation,
the hazard function is expressed as (Kleinbaumkagid, 2005)

h(tI X, W(1)=k(dexg B ' X+a "W t )] (39),
wherel is the lag-time for a given TVC.

Using the episode splitting method, the likelihdodction of the extended Cox model

with TVCs (no tied observations) is expressed ass(hker and Lemeshow, 1999)

N
k[ el eawin) o

i=1 szR(ti) eXp(,B'Xj ta W (F))

When there are tied observations, the methods mexsén 3.5.3.2.2 must be used (Box-
Steffensmeier and Jones, 2004).

In order to maximize this log-likelihood functiothe value of all covariates has to be
known at any failure time, which can be difficutt débtain both for internal and external
TVC (but mainly for internal ones) (Collet, 199%Yhen the exact value of the TVC at a
given failure time cannot be obtained, an approtimnahas to be used (Collet, 1994). The

alternative approximation methods are (Collet, 1994

=  Use the last known value of the TVC measured bdfoedime at which the value
is needed:;
=  Use the known value of the TVC measured at theasedime of the time at which

the value is needed;
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= Use interpolation between the known values of tk€ Tneasured just before and
after the time at which the value is needed (nb&t this method cannot be used

with categorical covariates).

3.5.3.3.3. The Cox model with frailty

For reasons of identifiability, the Cox model camlyobe fitted with shared frailties (and
not unshared frailties) (Cleves al, 2004). Section 3.6.1.2 presents a detailed eaptam

of the shared frailty models.

3.5.4. Parametric models

Parametric models assume that the data distribusidmown and the researcher has to
postulate it in advance. However, in survival asaslytimeT can follow several known
distributions, such as exponential, Weibull, Gontipelog-normal, log-logistic, gamma,

and generalized gamma distribution.

While the Cox model easily accommodates right-cengodata but dealing with left-
censoring and interval-censoring data is much ndiffecult, parametric models easily
accommodate all types of censoring (Kleinbaum ateink 2005). Like the Cox model,
parametric models also handle easily TVC, delaygdyeand gaps (Clevest al, 2004).
But whereas in the Cox model the origin time onlgams that nobody is at risk prior to
that origin time, in parametric models time is vanportant and the origin time indicates
when risk begins accumulating (Clevetsal, 2004). According to Box-Steffensmeier and
Jones (2004), parametric models have the follovadgantages over semi-parametric
models: (i) they allow analysing the effect of dioa dependence; (ii) it is easy to make
predictions beyond the period of analysis (whilest predictions are difficult to obtain in
the Cox model); (iii) they produce smaller standardors for the coefficients of the
covariates due to efficiency gains derived from tle® of MLE (which uses all the
information about survival time, instead of thetjaiikelihood that only uses the order of

survival time) (note that for large samples, thendard errors tend to be almost similar).
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Moreover, the Cox model may be useful to help siglgche distribution of survival time
(Box-Steffensmeier and Jones, 2004), but onlyafPl assumption is satisfied.

The parametric models mentioned above are desaritibeé following sections.

3.5.4.1. Exponential model

The exponential model can accommodate both therfleHlee AFT forms. These models
are similar; they are only written in different v&a{Cleveset al, 2004; Kleinbaum and
Klein, 2005). Therefore, both models produce theesastimates for the hazard function,

survival function and median survival time (Kleinioa and Klein, 2005).

The exponential model is the simplest parametridehbecause the hazard function of the
exponential distribution is constant over time (€pl1994); so it does not reflect duration
dependence. For this reason, the exponential ision is often called memoryless

(Kiefer, 1988).

Duration dependence occurs when the hazard raieswaith the actual survival time. All
the other distributions mentioned above accoundémation dependence, and as such, they
are much more flexible than the exponential moielf.

This characteristic of the exponential model tuthgs model very restrictive and
sometimes inappropriate for several situations (Bteffensmeier and Jones, 2004; Klein
and Moeschberger, 1997; Lee and Wang, 2003). Hodg@®00) points out that this
distribution is rarely satisfied. However, Clewsal. (2004) highlight that functions df
can be introduced in the model as covariates, ianthis way, the hazard function is not

constant over time.

Figure 5 depicts the hazard function, the survivattion, and the density function of the

exponential model.

75



Figure 5 — Exponential model: hazard, survival, anddensity functions
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The hazard function of the exponential model i®giby

h(t|X)=4 ,A>0 (41).
When A =1, a unit exponential model is obtained (Hougaad®®(2.

In all parametric survival models, the parameteris reparameterized in order to

incorporate the covariates. Thus, it is considehed A = exp(8' X) in the PH form and

that A = exp(— B X) in the AFT form (Clevest al, 2004).
The survival function of the exponential model is

S(t| X) = exp- 1t), (42),
the density function is

f(t]X)=Aexd-At), (43),
and the integrated hazard function is given by

H(t| X)=At (44).
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Some descriptive statistics

When survival time follows an exponential distriloat the mean survival time is given by

E(T)=471 ( 45).

The percentilek of the survival time is

_ 100
t(k)=A74 .
(k) n(lOO—kj (46)

3.5.4.2. Weibull model

The Weibull distribution was proposed by Weibullli&39 (Lee and Wang, 2003) and it is
the most used parametric survival model (Kleinbaamd Klein, 2005). Some areas of
previous application are reliability, human diseas®@tality, and unemployment (Lee and
Wang, 2003). The Weibull model can be parameterazed PH model or an AFT model.
Cox and Oakes (1984) proved that the Weibull is dmdéy model where if the PH
assumption holds, then the AFT assumption alsosh@idd vice-versa).

The Weibull distribution has two free parametetsand p=1/o, which are the scale and
shape parameters, respectively (Box-Steffensmeigidanes, 2004). The shape parameter
affects the shape of the density function, andetioee, the shape of the other functions.
The scale parameter stretches or shrinks the laisioh. Figure 6 shows the hazard

function, the survival function, and the densitpdtion of the Weibull model whea =1.
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Figure 6 — Weibull model: hazard, survival, and desity functions (A =1)
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The hazard function of the PH Weibull model is giv®y (Cleveset al, 2004)

h(t|X)=AptP?  A>0,p>0 (47),

and the hazard function of the AFT Weibull modejiigen by (Clevegt al, 2004)

hit|X)=Ap(At)PT  A1>0,p>0 (48).

The hazard function of the Weibull model is monatally increasing (positive duration
dependence) or decreasing (negative duration depeayiasp >1 or p <1, respectively;
when p = 1 the Weibull distribution reduces to the exporantiistribution, which means
that the exponential model is a special case oWkéull model (Kalbfleisch and Prentice,

1980).

The survival function of the PH Weibull model iz¥gn by

S( 1l X) = exp-1 ) (49),
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and the survival function of the AFT Weibull model

s(t] x)=exp[—(;| t)p} (50).

The density function of the PH Weibull model isgivoy

f(t]X)=A pﬂflexq—AtP) (51),

and the density function of the AFT Weibull model i

F(t|X) =2 p(A)P2 exp{—(A 0 p} (52).

The integrated hazard function of the PH Weibuldelas given by

H(t|X)=AtP (53),

and the integrated hazard function of the AFT Wiilmodel is

H(t| X)=(At)P (54).

The Weibull model is inappropriate for many sitoas because it only allows the hazard
rate to change in one direction over time (everaasing or ever-decreasing hazard rates)
(Box-Steffensmeier and Jones, 2004). Even thoughWeibull model is more flexible
than the exponential model (because it is a funcowd two parameters, while the
exponential model is a function of only one paranetWeibull is not less flexible than
the log-normal and the log-logistic models, becaalsef them have the same number of
parameters (Box-Steffensmeier and Jones, 2004)emdmless, in comparison to the
Weibull model, the log-normal and the log-logistiodels have the advantage of being
able to produce non-monotic hazard rates (Box-&tefheier and Jones, 2004).
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Some descriptive statistics

When survival time follows a Weibull distributiomhe mean survival time of the PH

model is given by

E(T)

B

A P

and the mean survival time of the AFT model is giby

E(T)=%I‘(1+EJ (56),

whereT (p)is the well-known gamma function defined as

F(p):ojoxp_le_xdx:( p-1)! (57).
0

The percentilek of the survival time of the PH model is given by

t(k):{)l"llog[ 100 ﬂ}/p (58).

100-k

and the percentil& of the survival time of the AFT model is given by

100-k

t(k) = A‘llog( 100 ]%’ (59).
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3.5.4.3. Gompertz model

The Gompertz distribution has been widely used legioal researchers and biologists in
the study of mortality data (Cleves al, 2004; Klein and Moeschberger, 1997) and in
studies of politics and demographics (Box-Steffegigmand Jones, 2004). The Gompertz
model can only be parameterized as a PH model @e#ensmeier and Jones, 2004;
Cleveset al, 2004; Kleinbaum and Klein, 2005). Figure 7 shale hazard function, the

survival function, and the density function of Bempertz model whed =1.

Figure 7 — Gompertz model: hazard, survival, and desity functions (A =1)
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The hazard function of the Gompertz distributiogiieen by

h(t] X)=4exp(yt) A>C (60).

The Gompertz distribution has two parameteds(scale parameter) angt (shape
parameter) (Clevest al, 2004). Wheny >0, the hazard function increases over time
(starting atA); when y < 0, the hazard function falls with time (startingA}; and when
y =0 the hazard is flat over time and the model redtees exponential model (Lee and
Wang, 2003). Klein and Moeschberger (2003) sugtedty can be restricted to assume
only positive values, because wherx , the survival function will never be zero as

t — o, which means that there is a probability of liviegever.
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The survival function of the Gompertz model is eegsed as

S(t| X) = exp{iy[l— exfy 1) } (61),

the density function is

f(t]X)=2exp(yt) exp[iy[} ex()yt)]}, (62),

and the integrated hazard function is

Hit | X)=iy[exp(yt)—1] (63).

Some descriptive statistics

There is no closed-form expression for the meankfds, 2005). The percentileof the

survival time is given by

t(k) :71/ In{l+w} (64).

3.5.4.4. Log-normal model

The log-normal distribution was proposed by McAdisin 1879, and it has been used in
survival models in a large number of areas, suckcamomics and medicine (Lee and

Wang, 2003). The log-normal model is an AFT modieyure 8 illustrates the hazard
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function, the survival function, and the densitydtion of the log-normal model when
A=1.

Figure 8 — Log-normal model: hazard, survival, anddensity functions (A =1)
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The hazard function of the log-normal model is giby (Lee and Wang, 2003)

,0>0 (65),

where @ is the integrated distribution function for thersdlard normal distribution, and

o= p_l. This hazard function is characterized by two egarametersy/= ' X ando.
The hazard of the log-normal model is hump-shapddir{ and Moeschberger, 1997),
because it rises from zero to a maximum (whichlosecto the median) and then falls to
zero ast - o (Kalbfleisch and Prentice, 1980; Klein and Moesaigler, 1997). This
function is positively skewed, and the skewneggéster as greater is the valuemf(Lee
and Wang, 2003). One advantage of this model isthigahazard is not monotonic (Cleves

et al, 2004). The parameter indicates how quickly the hazard rate rises t@é&ak. Thus,
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when o is large, the hazard function reaches its pealt garckly and then drops (Box-
Steffensmeier and Jones, 2004).

The survival function of the log-normal model isgn by

s(t| x):1—¢['”g")} (66),

the density function is

f(tlx)=012”t'1 eXp{—%Png/])} } (67),

and the integrated hazard function is

H(t|x):—|og{1—q>[ln(u)” (68).

g

Some descriptive statistics

The mean survival time of the log-normal model \gegi by

-1 0'2
The percentilek of the survival time is given by

_plo K

t(k):/‘_lex Tm (70).
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3.5.4.5. Log-logistic model

Despite having simpler mathematical expressiorth@hazard and survival functions, the
shape of the log-logistic distribution is very dianito the log-normal, except on the
extreme tail of the distribution (Kalbfleisch andeRtice, 1980; Klein and Moeschberger,
1997; Tableman and Kim, 2004), because the logstimgilistribution has heavier tails than
the log-normal distribution (Kalbfleisch and Presti 1980). Figure 9 shows the hazard
function, the survival function, and the densitydtion of the log-logistic model when
A=1.

Figure 9 — Log-logistic model: hazard, survival, ad density functions (A =1)
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The log-logistic distribution produces a hazardchion that can be non-monotonic and
unimodal. The hazard function is given by

):/1 p(at)Pt

htx 1+(At)P

A>0,p>0 (71).

As can be seen, this function has two parametemnd p =1/y, which are the scale and

the shape parameters, respectively (Box-Stefferesnagid Jones, 2004). Whep > 1 the

hazard first increases from the origin until reaclhemaximum at time:/rl(p—l)]/IO

and then falls to zero ds— oo (similar behaviour to the log-normal model); wherx , 1

85



the hazard starts at infinity and then monotonycdikcreases with time (similar to the

Weibull model); and wherp =1, the hazards is monotonically decreasing (Kaibéle

and Prentice, 1980). As such, the log-logistic bara good alternative for modelling the
survival time of patients of heart transplantatishp have an increasing risk of death over

the first days after the transplant, and then idlefalls (Collet, 1994).

The survival function of the log-logistic model is

s(t|x)=; (72),

1+(At)P

the density function is

)= Ap(at)Pt

f(t] X 5
1+(At)P

(73),

and the integrated hazard function is

H(t|X):Iog[1+(/]t)p} (7).

Some descriptive statistics

The mean survival time of the log-logistic modegigen by

E(T):—X—_ , p>1 (75).

The percentilek of the survival time is given by

t(k)= /1‘1(100_ kj% (76).

k
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3.5.4.6. Gamma model

The gamma model is an AFT model. The gamma digtoblthas been applied in studies
about industrial reliability and human survival @.and Wang, 2003). Figure 10 depicts
the hazard function, the survival function, and temsity function of the gamma model
when A =1.

Figure 10 — Gamma model: hazard, survival, and deiity functions (A =1)
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The hazard function of this model is expressed as

(1 x) =2 (M) exp(-1t)

= ,A>0,k>0 (77).
[ A(At)* T exp(=at) dt
t

Both the Weibull and gamma distributions are gdimons of the exponential
distribution, and, as such, Weibull and gamma n®dgnerate very similar hazard
functions.

The gamma model has two free parametdrand k, which are the scale and shape
parameters, respectively (Klein and Moeschberg897l Whenk <1, the hazard rate
falls monotically from infinity toA ast — o ; when k>1, the hazard rate rises

monotically from O tod ast - o ; whenk =1, the hazard rate is constant over time, and
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we have an exponential model (Kalbfleisch and Reentl980; Klein and Moeschberger,
1997).

The survival function of the gamma model is defiasd

T2t  Lexp(=At) dt
S(t| X)=- 0

=1- 1(At,K) A>0,k>C (78),

where I'(k) is defined as presented in Equation 57 &nd the incomplete gamma

function. The density function is

A ()< exp(-At)
(k)

f(t|X)= ,A>0,k>0 (79).

Some descriptive statistics

The mean survival time of the gamma model is givgen

E(T)= (80).

N

3.5.4.7. Generalised gamma model

The generalized gamma distribution is the mostilflexparameterization (Kleinbaum and
Klein, 2005), because it is characterized by tHree parameters, a scale paramet&) (
and two shape parameterg @ndk), and thus, it allows for several possible shaydake
hazard function (Box-Steffensmeier and Jones, 200eset al, 2004). Figure 11 shows

the density function of the generalized gamma model
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Figure 11 — Generalized gamma model: density funaih (A =1)
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The density function of the generalized gamma ithstion is (Kalbfleisch and Prentice,
1980)

Pk-1 ayd— (At)P
f(t|x)=/1p(/]t) F(S(d (/]t)) ,A>0,p>0,k>0 (81),

where I'(k) is defined as presented in Equation 57. The termégdized” gamma is due
to the fact that other distributions are impliednfr this distribution, given some specific
values of the shape parameters (Box-Steffensmagtdanes, 2004). So, whérn=  tHis
model reduces to the Weibull distribution; whies p =1 it reduces to the exponential
distribution; whenk = Othe log-normal results; and whegmn= , We have the standard
Gamma distribution ( Kalbfleisch and Prentice, 1980 this way, the generalized gamma
model is usually used to test the model specificaimong the nested-models (exponential,
Weibull, log-normal and gamma) (Clevesal, 2004; Klein and Moeschberger, 1997), as
will be presented in section 3.5.4.8.

3.5.4.8. Choosing among parametric models

Choosing the parametric distribution of survivateiis a very important (but difficult) task,
because if an incorrect distribution is used, tbaegated estimates are misleading (Box-
Steffensmeier and Jones, 2004). When the reseald®ersome knowledge about the

distribution of the survival time, parametric magl@ire the most appropriate to be used
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because they produce the most efficient estimdtédseacoefficients of covariates (Cleves
et al, 2004) and the estimates are more precise they produce estimates with smaller
standard errors) (Bradbuet al, 2003). Clevest al. (2004) suggest the use of a semi-
parametric model when researchers do not haveeanaldout the shape of the distribution

of survival time and the PH assumption is satisfied

Even though the parametric distribution should ligelae chosen based on theory (Box-
Steffensmeier and Jones, 2004; Clegeal, 2004), Box-Steffensmeier and Jones (2004)
are reluctant to believe that social sciences dgvelich theory.

Cleveset al. (2004) suggest two different statistical strated® decide which parametric
model is more appropriate for the data; one styaie@nly suitable for the nested models

and the other can be used to decide among nesfeabarnested models.

According to these authors, in order to choose @rtbe parametric nested models, a

generalized gamma model may be fitted and thefottwaving null hypothesis are tested:

. HOi k=10 p=1 (survival time follows a exponential distribution)

= Hg, : k=1 (survival time follows a Weibull distribution)
= Ho, : k=0 (survival time follows a log-normal distributipn
. Hoiv p=1 (survival time follows a gamma distribution)

These null hypotheses can be tested using two dsetioglly equivalent tests, the

likelihood-ratio and the Wald test (Clevesal, 2004; Lee and Wang, 2003). But under
the presence of sample weights or robust estinaditine variance-covariance matrix of the
parameters, only the Wald test can be used (Cleves, 2004). The statistics of these
tests are presented in Lee and Wang (2003).

Neither the likelihood ratio test nor the Wald tesin be used to compare non-nested
models (Box-Steffensmeier and Jones, 2004; Kleid &foeschberger, 1997). The
alternative is a comparison of the Akaike InforroatCriterion (AIC) proposed by Akaike
(1974) or the Bayesian Information Criterion (Bi@pposed by Schwarz (1978).
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AIC and BIC may be computed for each model to campgarametric models, either
nested or non-nested. Both criteria penalise thelikelihood of the model for each
parameter that is estimated, which means that toeypensate the more parsimonious

model (Schwarz, 1978). AIC is expressed as

AIC = -2InL +2(k +¢) (82),
wherek is the number of covariates in the model, and the number of model-specific
distributional parameters. The model with the low&kC should be preferred (Akaike,

1974).

The BIC is expressed as

BIC=-2InL+(k+c)Inn (83),

wheren is the total number of observations. SimilarlyAi&, the best model is that with
the lowest BIC. In this study, the decision abt parametric model that best fits the data
Is based on AIC.

The analysis of the goodness-of-fit of the modelseld on the Cox-Snell residuals also

allows choosing among the parametric models (B@tti&ismeier and Jones, 2004).

3.5.4.9. Estimation of parametric models

All parametric models can be estimated by maximikelihood (MLE) (Blossfeldet al,
2007; Box-Steffensmeier and Jones, 2004). MLE edsindles censored observations
(Allison, 2004). Under certain regularity conditynMLE generates estimates for the

coefficients that are asymptotically unbiased asydreptotically efficient.
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Let us suppose we have n observations wWitky,---t,, survival times, observed survival

times are independent (conditional on any covas)ateurvival time may be censored or
uncensored, censored observations are non-infareyaibservations are independent and

identically distributed (i.i.d.).

The likelihood function for survival data dependste/o components, the density function

and the survival function, and is given by (Blosstet al, 1989)

L= ()] [s(r)] ™ (84),

where g; is the censoring indicatori €1 if the individual fails during the observation

period; i = 0, otherwise). Thus, censored observations onlyuémfte the likelihood
function through the survival function and non-aaesl observations through the density

function (Blossfelcet al, 2007). The implied log-likelihood function is @r by

Ianélél In[ f(t 1% )]+él (1-q) In[ s(it | X)] (85).

When TVCs are incorporated into parametric modals,likelihood function is expressed

as (using the episode splitting method) (Box-Steffeeier and Jones, 2004)

= A () T [0 xw ) )

wherek is the number of intervals on which TVCs are dadd
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3.6. Frailty models

All survival models mentioned above assume thatdifferences between individuals are
all included in the covariates, that is, individuare similar in all other aspects not
measured by the covariates. But that may not baysvabsolutely true, because of the
existence of omitted covariates (Allison, 2004; Hield et al, 1989; Hosmer and
Lemeshow, 1999; Karim, 2008). This may happen duseteral reasons, such as (i) it is
impossible to include all variables that distinguithe individuals, (i) some important
variables are unknown, and (iii) some variablesiam@easurable (Blossfelet al, 2007;
Box-Steffensmeier and Jones, 2004; Hougaard, Z0&0m, 2008; Wienke, 2003).

In these situations, unobserved heterogeneity tsffebbould be included in the model
(Blossfeld et al, 1989; Karim, 2008). Unobserved heterogeneity reetrmat some
individuals (or groups) are more frail (that iseyhare more susceptible to fail) than others
for unknown or unmeasured reasons. When thesetetiee important but omitted in the

model, the following consequences may happen:

= The model will over-estimate the degree of negatlueation dependence in the
hazard function; or, in other words, there is ad@ty for the hazard function to
decrease faster over time or increase slowly (Aaleth Gjessing, 2005; Allison,
2004; Blossfeleet al, 1989; Jenkins, 2005; Wienke, 2003);

» The coefficients of the covariates will be unddameated (Allison, 2004; Blossfeld
et al, 1989; Box-Steffensmeier and Jones, 2004; Hendeasm Oman, 1999;

Jenkins, 2005; Karim, 2008; Wienke, 2003; Yashtnal, 2001). If|Bomited iS
large, the bias will be large; otherwise, the biai be small (Struthers and
Kalbfleisch, 1986). Henderson and Oman (1999) fotmat the extent of bias

depends on the variability of the frailties andtba postulated frailty distribution.

They also found that in presence of censored ohtens, the bias is diminished.

Zorn (2000) distinguishes between “true” durati@pendence (or state dependence) and

“spurious” duration dependence (unobserved heterityg.
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There are two types of approaches to account fobsgrved heterogeneity in survival
models, which are the robust estimation and thénatibn of frailty models (Box-

Steffensmeier and Zorn, 1999). Some controversgt®xbout which approach is more
adequate to this phenomenon and also in presencriltple events (Box-Steffensmeier

and De Boef, 2002). In this study, only frailty netglare described and used.

Even though frailty models were firstly introduckd Clayton (1978), the term “frailty”
was introduced by Vaupedt al. (1979). Frailty models are also called conditiooal
mixture models (Box-Steffensmeier and Zorn, 1999k expected that frailty models are
more efficient than the variance-corrected modalso( designated as variance-corrected
models), if the frailty distribution had been catig specified (Lin, 1994).

Frailty models have been mainly studied in the exnbf PH models (Duchateau and
Janssen, 2007). Yashat al. (2001) discuss some myths about frailty modeldclwiare

mainly due to the ignorance or the misunderstodti@timitations of the model.

Frailties are latent variables that have a muttgilve scale effect on the hazard function. It
IS assumed that:

* Frailties are random positive values with meanskiaed for purposes of model
identificability) and finite variance (Blossfeldet al, 1989; Gutierrez, 2002);

» Frailty is constant over time (Blossfedtial, 2007; Hougaard, 2000),

= Omitted covariates are independent of survival tiofehe covariates included in
the model (Blossfelcet al, 1989; Yashinet al, 2001), and of any censoring

(Hosmer and Lemeshow, 1999).

Frailties are not directly estimated from the dat its varianced is (Cleveset al, 2004;
Gutierrez, 2002).

In random frailty models, there are two sourcesasfability of the survival times, which

are that explained by the included covariates éntlodel and the frailty term.
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3.6.1. Types of frailty models

There are two types of frailty models, (i) univégisgurvival models, and (i) multivariate

survival models. They are described below.

3.6.1.1. Univariate survival models

Univariate survival models (also designated as ameh frailty models) account for
individual unobserved heterogeneity, which meais ¢éach individual has its own frailty.
Thus, the survival time of an individual is assuniedbe independent of the survival time
of the other individuals (Karim, 2008; Kleinbaundaklein, 2005).

The underlying idea in univariate survival modalghat individuals are not homogeneous
and, as such, they have different frailties. Thhg, most frail will fail earlier and the
proportion of robust individuals in the populatiail increase over time. This is known as
the selection process of robust individuals. As plogulation survival function is the
weighted average of the survival function of theesal groups that may exist in the
population, the selection process will influence gopulation survival time in a upward
trend, because the proportion of robust individteshsls to increase over time. As such, the
population hazard function will fall over time. Bhirend may not reflect the individual
hazards, but simply the selection process. Blodsdelal. (1989, 2007) present some
examples of this effect in an analytical and graphway.

The individual (conditional) hazard function of thashared frailty model is expressed as
(Blossfeldet al, 1989)

h(t] X,a)=a h(t| X) (87),

wherea is the unshared-frailty,e., the individual unobserved heterogeneity.
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The existence of individual frailties can be sesraamisspecification problem because if
the unmeasured variables were included in the mdgelfrailty effecta would be 1 with
probability 1 and the ordinary (no-frailty) survivamodel would result (Box-Steffensmeier
and Jones, 2004; Karim, 2008).

Individuals with above-average valuesaffail faster (that is, they are more frail) due to
unmeasured variables and individuals with belowage values otr fail slowly (that is,
they are less frail) due to unmeasured variablegi¢@ez, 2002; Hosmer and Lemeshow,
1999; Jenkins, 2005; Karim, 2008). In other wortlgy >1, the frailty effect will increase
the individual hazard function and df <1, the effect will be the opposite (Clevesal,
2004).

If =0, the model reduces to the ordinary (no-frailtyj)veeal model (Box-Steffensmeier
and Jones, 2004). This hypothesis can be testemtder to evaluate the existence of

individual unobserved heterogeneity (Box-Steffengmand Jones, 2004).

The relationship between the frailty survival funotand the no-frailty survival function is
expressed as (Gutierrez, 2002)

S(t] X,a)=[s(t| X" (88).

So, in order to obtain the population (or uncomaiél) survival function, the frailty
have to be integrated out by specifying a theoaétitstribution with probability density
function g(a) for the random variabler , whose functional form is defined by only a few
parameters (Blossfeldt al, 1989; Clevest al, 2004; Gutierrez, 2002). As such, frailty
models are mixture models (Hougaard, 2000), becausessumed a distribution for the
hazard function and a distribution for frailtied€¢@eset al, 2004).

The population (or unconditional) survival functisndefined as (Gutierrez, 2002)

Sp(tl X) =

o'—~8

[S(ﬂx)] qa) o (89).
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where Sy is the population (or unconditional) survival ftioo, that is the survival
function that represents a population average, @nd the individual (or conditional)

survival function, expressed & t| X,a).

The population (or unconditional) density functisn

fo(t1X) =] f(t]X.a)g(a) (90).

The population (or unconditional) survival functionly depends on the free parameters of
the distribution ofT , on the effects of the covariates included inrttaglel, on the random
coefficient @, and on the assumed frailty distribution (Gutiey2002).

Considering the relationships between the sunanal the hazard functions, the population

hazard function (or unconditional a@n) is defined as

d

o (t1X) =< S (1 X&) [ $( 1 X0)]" (1),

which is equivalent to

he(t| X)=h(t|X)E(a|T >t) (92),

which means that the population hazard functiothésaverage hazard over the survival
individuals at any given time (Hougaard, 1995). Shin frailty models, the population
hazard function is different from the individualZaad function (it is possible that the
population hazard decreases while all the indiVithaaards rise). In no-frailty models, the
population and the individual hazard functionsegaivalent, because it is assumed that all
the individuals are identical in all aspects notasweed by the covariates included in the
model.
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Unshared frailty models are estimated using the Mh&hod (Blossfeldet al, 1989;
Cleveset al, 2004; Kleinbaum and Klein, 2005).

3.6.1.2. Multivariate survival models

In multivariate survival models, the population/sdenis divided into some groups of
individuals and the individuals of the same groop assumed to be correlated (Cleees
al., 2004; Karim, 2008; Kleinbaum and Klein, 2005).

Shared frailty models account for unobserved hgeneity of independent groups of
individuals (Hougaard, 2000), which means that egiup of individuals has its own
frailty that may be different from the frailty diie other groups, but this frailty is shared by
all individuals within a group (Henderson and OmB999; Hosmer and Lemeshow, 1999;
Hougaard, 2000). Individuals of the same groupaaseimed to be correlated (Cleetsl,
2004; Kleinbaum and Klein, 2005), even though cbodal on the frailty they are
uncorrelated (Box-Steffensmeier and Zorn, 1999;é8iez, 2002; Hougaard, 2000).

The conditional hazard function of the shared tiyaihodel for the individual in the

group j is expressed as (Gutierrez, 2002)

i (t1% .5 ) =a by (t1 ) (93),

where aj is the shared-frailtyi,e., group unobserved heterogeneity. It is also assuheatd
aj is a random positive value with mean 1 and vagath@nd & is estimated from the

data (Clevest al, 2004). The frailty variancé measures the variability of the frailty
among groups (Clevet al, 2004) and the correlation among the individudlthe same
group (Kleinbaum and Klein, 2005; Yasteh al, 2001). Whena =1 for all groups, then
6 =0, and the frailty model reduces to the ordinary eidqaithout frailty) (Karim, 2008).
Moreover, whend = Qthere is no correlation among the individualsthed same group
(Klein and Moeschberger, 1997; Kleinbaum and Kl&l@Q5). Large values & mean

that the variability of the frailty among groupsléage and the individuals within each
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group are strongly correlated (Klein and Moescheerd997). Groups WitIZD’j >1 will

experience the event earlier than the estimateé fimm a no-frailty model, and the

opposite will happen to groups Withj <1 (Klein and Moeschberger, 1997).

Once more, the null hypothesis théat 0 can be tested in order to evaluate the existence
of shared frailty effects (Clevest al, 2004). Klein and Moeschberger (1997) present a

score test for association.

The derivation of the population survival functior shared frailty models is similar to
that presented at section 3.6.1.1 for unshareltyfraiodels (Box-Steffensmeier and Jones,
2004). But the interpretation of the unconditiosatvival and hazard functions in shared
frailty models is different from that on unsharedilty models. In shared frailty models,
the unconditional functions only represent the pafjon averages if the number of
individuals in each group is not correlated witk thvel of frailty (Kleinbaum and Klein,
2005).

Wienke (2003), Wienket al. (2003), and Karim (2008) mention some handicapthef

shared frailty model. They are:

» The shared frailty model is a common risks’ modmid, as such, it is only
appropriate for situations where the unobservedagates are common to all
individuals of a given group. In other words, theused frailty model assumes that
the unmeasured risk factors (and, consequentlyfraiiey effect) are common to all
individuals of a given group.;

= |t is difficult to distinguish between populationeterogeneity and duration
dependence;

» As the frailty effect has to be positive, sharedilfy models only account for
positive association between the individuals of igemy group, which may be

unreasonable in some situations.
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3.6.2. Some frailty distributions

Even though researchers have to postulate in advhecdistribution of frailty, there is no
theoretical reason to choose any particular distioin (Box-Steffensmeier and Zorn, 1999;
Karim, 2008; Wienkeet al. 2003). This decision is usually based on matheralaand

computational convenience (Wienke al, 2003; Zdravkovicet al, 2004). Nevertheless,

no frailty distribution has all desirable propesti¢iougaard, 2000).

The estimates of the coefficients of the covariaied of the frailty variancé vary with
the distribution chosen for frailties (Blossfedtl al, 1989; Box-Steffensmeier and Jones,
2004; Heckman and Singer, 1982; Yas#timl, 2001).

Many probability distributions can be used to dixscthe frailty, provided that they are
continuous, only assume positive values and havannieand finite variancé (Box-
Steffensmeier and Jones, 2004; Kleinbaum and K&€@5). Nevertheless, it is convenient
that the derived survival function is not too corogle to use, because it is a component of
the likelihood function (Karim, 2008).

The most widely used distribution of frailty is tigamma distribution (Blossfeldt al,
1989; Box-Steffensmeier and Zorn, 1999; Hosmerlarmdeshow, 1999). This distribution
is very popular because its functions are easilyveé using a Laplace transformation
(Karim, 2008; Wienkeet al, 2003), it is simple to interpret and easy to hand
mathematically (Glidden, 1998).

A brief description of some possible distributidasfrailties is presented below.

3.6.2.1. Gamma distribution

Clayton (1978) proposed the gamma distribution tmdeh random effects. The gamma
model is ideal for situations with high late depemck {(.e., if one individual has a long
survival time, it is expected that the same happenthe other individuals of the same

group) (Hougaard, 2000).
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If a follows a gamma distribution with mean 1 and vac@é with the form (Gutierrez,
2002)

a ¥ lexd-a/6)

g(a) = I'(]/@) 49]/9 (94).
Then the unconditional survival function of theiltsamodel is

So(tl X)=[1-6In g 1 ¥]7V8 (95),
which is equivalent to

So(tl X)= L H(tl X)) =[ 1+6 H(t| X)] V¢ (96),

where L(H(t|X)) is the Laplace transform of the integrated haz@anmiction. The

implied unconditional hazard function is

hp(t1X)=h(t X)[1-0In | X] ™= o J[ #o H 1 ¥]* (7).

The unconditional density function is then

fo(t1X) = h(t| X)[ 1+EH(t]X)] € (98).

The gamma frailty model can be estimated by maxinikelihood, using the simple
Laplace transform (Wienket al, 2003). In this way, the frailty term is integrdteut,
which means that exists an explicit unconditionatvival function and the likelihood
function can be derived (Wienlat al, 2003). This model can also be estimated using the

expectation maximization (EM) algorithm, the pepatl partial likelihood method, the
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penalized likelihood method (Karim, 2008), or bagesstimation methods (Wienk¢ al,
2003). Some disadvantages of the EM algorithm seegmted in Therneaat al. (2000).

The addition of the frailty effect with a gammatdisution converts a PH model into a
non-PH model, because the PH assumption is viglaskedemonstrated by Kleinbaum and
Klein (2005). Klein and Moeschberger (1997) and ¢tgson and Oman (1999) state that
the PH assumption only persists with positive stafvhilty models. Considering the
unconditional hazard function of two distinct greupf individuals in a gamma frailty

model,

hea(t]X) =My (tX)[1-6InS(t] X)] (99),

hgo(t] X)=hy (t] X)[1-6InS,(t | X)] 7 (100).

Consequently, the hazard ratio is

_hea(t1X) _hy(t|x) 1-6Ins
hpr(t1X) M(t[X) 1-6Ins,

) | 1-8InS(t| X)
-exl (0, - oSl

(101),

which is not constant over time; hence, the PHatated. A similar demonstration can be
done with regard to the inverse Gaussian frailtydetoln other words, even if the PH
assumption holds at an individual level, at a papoh level this assumption is violated.

On the other hand, Kleinbaum and Klein (2005) destrated that if the AFT assumption
holds at an individual level, it also holds at gplation level in a gamma frailty model.
Considering the following unconditional survivalnfttion of two distinct groups of

individuals in a gamma frailty model

Sea(t1 X)=[1-6ns(t|x)| +? (102),

Spa(t1X)=[1-6InS(t] x)| 7 (103).
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Sit)=Swt) (104),

then

Spu(t1X)=[1-6InS,(wt| x) V¢

(105).
= Sgo(wt|X)

3.6.2.2. Inverse Gaussian distribution

The inverse Gaussian distribution used to modeboan effects was proposed by
Hougaard (1986b). The results of the inverse Gaunsdistribution are similar to those of
the log-normal distribution (Hougaard, 2000; Kar2008).

If a follows an inverse-Gaussian distribution with mdaand varianc& with the form
(Gutierrez, 2002)

o(a)= ! ex —i[a—2+1j (106),
260’ 20 a

the unconditional survival function is expressed as

1 2
Sy(tl X):exp{g{ 1—[}29|r(s(t|x))]j/]} (107),
the implied unconditional hazard function is

he(t] X)=h(t] X)[1-20In St | x)] 2 (108),

and the unconditional density function is given by

1

fa(tIX)=2S(tX)x N[ =2 mng 437 (109).
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3.6.2.3. Log-normal distribution

McGilchrist and Aisbett (1991) proposed the logmal distribution to model random

effects.

Karim (2008) points out that the likelihood functiof a survival model with a log-normal
frailty cannot be represented, because “the Laplaaesformations are theoretically
intractable” (p. 9). Wienket al. (2003) also state that an explicit form of theslikood
function does not exist, and in this way, sevestingation methods for bivariate frailty
models have been proposed. Some possible estinmgtrods for this kind of models are
() estimation based on numerical integration & taximum likelihood method; (ii) some
approximations of the maximum likelihood (Hougaa2@00); (iii) bayesian estimation
methods; (iv) restricted maximum likelihood (REMhgthod; and (v) penalised likelihood
method (Hougaard, 2000; Karim, 2008; Wiemtal, 2003).

3.6.2.4. Positive stable distributions

Hougaard (1986a) proposed the positive stableiloligton to model random effects. The
positive stable distributions are ideal for sitaa with high early dependendee(; if one
individual has a short survival time, it is expetctidat the same happens to the other

individuals of the same group) (Hougaard, 2000).

The Laplace transformation cannot be easily usél these models; so, the estimation of
these models is much more difficult (Hougaard, 300Mese models can be estimated
with the marginal and three-stage methods, botpgeed by Hougaard (2000). As these
estimation methods are based on approximations, rttodel is not as popular as the

gamma or the log-normal model (Karim, 2008).
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3.6.2.5. Power variance function (PVF) distributions

Hougaard (1986b) proposed the power variance mddes. family of distributions is a
generalization of gamma, inverse Gaussian, andip®stable models (Hougaard, 2000;
Karim, 2008). This model can be estimated using thk conditional estimation
procedures (Hougaard, 2000).

3.6.3. Advanced frailty models

The frailty models mentioned above assume thaffridikty effect is constant over time.
But it may happen that the effect of some omittedaciates changes over time (Aalen and
Gjessing, 2005). Gjessirgj al. (2003) propose a flexible generalized frailty mioeéich

considers that frailty is the result of a stochaptbcess.

Considering the effect of memory about past eventsrailty, the following models may
result (Aalen and Gjessing, 2005):

» Standard frailty model frailty is determined at the beginning of thdldw-up
period and do not change over time.

= Cumulative frailty model — frailty is steadily builp over the individual lifetime
and the past frailties are not forgotten.

= Moving average frailty model — the past frailtiese agradually forgotten and a
guasi-stationary process is achieved.

» Frailty model with no memory — the past frailtie® dorgotten and, as such, they

do not affect the current frailty.

Aalen and Gjessing (2005) show that the degreeevhaony in the frailty process strongly
influences the effect of frailty on the hazard fuow.
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3.7. Multiple events models

The models presented up to this section have ceregidthat there is only one event of
interest and that this event can only occur oncee&eh individuali(e., two-state models
or one-way transition models). An important assuompfor this kind of models is that
survival times are independent. Nevertheless, noammplicated situations exist that
involve multiple eventsig., more than one event, of the same or different,tgpa occur
to a given individual). In this situation, the asgiion of independent survival times is
probably not satisfied (Box-Steffensmeier and Jp8684; Cleves, 1999; Kleinbaum and
Klein, 2005), because the several survival timestli@ same individual are probably
correlated (the second and posterior events areaply to be affected by the previous
events). If this correlation is not consideredhe tnodel, the estimates of the coefficients
of the covariates are probably biased and the megigestimates could be misleading
(Aalen, 1992), because the amount of informatioaualeach observation is overstated
(Box-Steffensmeier and Zorn, 2002).

Two different approaches have been proposed ifiténature to handle dependent survival

times, which are (i) shared frailty models, anfir@bust estimation (Cleves, 1999).

Multiple events can be divided into “ordered” orntrdered” and “same type” or
“different type” (Box-Steffensmeier and Jones, 200keves, 1999). From its combination,
four types of models emerge: unordered events ef dame type, recurrent events,
competing risks, and models of ordered events fiérdnt type. Figure 12 shows this

classification.
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Figure 12— Types of multiple events models
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These types of models are not the aim of the ptestedy, because our database only

includes individuals with only a possible eventraérest.

3.8.Model diagnostics

The diagnosis of survival models should includeamalysis of the functional form of
covariates, the validation of the PH assumptionamalysis of the goodness-of-fit of the

model, and an identification of outliers and infitial observations.

The fit of regression models is analysed based aomaparison of the observed and

estimated value of the dependent variable for @atikidual, that is,

Residua] = y-"y.
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Nevertheless, this methodology cannot be diregipliad to survival models (Blossfe&t

al., 2007, Singer and Willett, 2003), because in saivinodels the dependent variable is
the hazard rate, which is not observable (Blossétldl, 2007). One way to extend this
idea of regression models to survival models i<lioose a quantity to analyse.d.,
survival time, the integrated hazard function, )etmd develop a strategy that correctly
handles censoring (Singer and Willett, 2003). Thamne different measures have been
proposed to analyse the different components ofiwlrmodels evaluation, and most of

them consist in the analysis of different typesasiduals.

Even though the model diagnosis methodologies baea mainly developed for the Cox
PH model, they can be applied to both semi-paramaind parametric models (Box-

Steffensmeier and Jones, 2004).
In continuous survival models, residual analysisvesy useful to assess the model

adequacy (Box-Steffensmeier and Jones, 2004). Adtaeation of the most important

types of residuals in survival models is preseiidw.

Cox-Snell residuals

The Cox-Snell residual for the individunlis defined as

Ics =—logS;(t| X) = A;(t]X) (110).

Cox-Snell residuals can be used to examine the rgssdof-fit of any parametric and
semi-parametric model (Box-Steffensmeier and Ja2@34; Clevest al, 2004; Klein and
Moeschberger, 1997; Lee and Wang, 2003). Thesauasi are not symmetrically
distributed around zero and they cannot be negéfieéiet, 1994).
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Schoenfeld residuals

Schoenfeld residuals are the difference betweeroliserved and the expected values of
each covariate for each individual at each faituree (Box-Steffensmeier and Jones, 2004,
Lee and Wang, 2003). As such, Schoenfeld residteisiot be computed for censored
observations; censored observations only contritiuthis computation when they are part

of the risk set in the failure time of other indluals (Singer and Willett, 2003).

Specifically, the Schoenfeld residual for the indual i on the covariatd is given by

(Hosmer and Lemeshow, 1999)

oL >
I k=_=5' X-k—X Kk =90; X'k_
S B, |( [ vy) i |

Zior(y) X jk exp(B8' X)
3 jor()exp(8 X)

(111),

where X; is the value of the covariate for the individuali, and R(t; ) is the risk set at

tj.

Schoenfeld residuals are not correlated with onathen and asymptotically they have
mean zero (Lee and Wang, 2003; Singer and Wi2e@_3).

The PH assumption can be tested based on Schoemfglduals, because the time-
dependency of the covariate coefficient can be @xadnby plotting the Schoenfeld

residuals against time (Clevext al, 2004; Singer and Willett, 2003; Therneau and
Grambsch, 2000).

Scaled Schoenfeld residuals

The scaled Schoenfeld residuals are defined asfeioand Lemeshow, 1999)
* _[\7 -1
E ‘[V(rs’ﬂ "s (112),
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where\?(ra) is the estimator of the covariance matrix of thexcter of Schoenfeld

residuals for the individudl, and rs, are the Schoenfeld residuals for the individual

The scaled Schoenfeld residuals are useful to ateathe PH assumption.

Approximated scaled Schoenfeld residuals

The approximated scaled Schoenfeld residuals wey@oped by Grambsch and Therneau
(1994). They are defined as

r;* :m\7(,é) rs (113),

wherem is the observed number of uncensored survivalsl;iraad\?(,é) is the estimator

of the covariance matrix of the estimated coeffitde These residuals are useful to assess

the PH assumption.

Martingale residuals

Martingale residuals are the difference betweenotteerved and the expected number of
events for an individual based on the estimatedenh{therneauwet al, 1990), and are

expressed as (Therneau and Grambsch, 2000)

M; = N; (t) - H (t] X) (114),

where N; (t) is the observed number of events for the individuat timet, and

I:|i (t|X) is the expected number of events for the indiviiduat timet, based on the

estimated model.
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When the event of interest can only occur once,aign 114 is equivalent to (Collet,
1994)

Mi =4 -H (t1X)=q ~gs, (115).

Martingale residuals are the error component indbenting process and, as such, it is

proved thatE(M;)=0, coMM;,M =0, i# |, and¥M; =0 in large samples (Collet,

1994; Therneau and Grambsch, 2000; Theregal, 1990):

Martingale residuals vary in the interv]aloo,Ni[; so, they are highly skewed and not

symmetric around zero as the usual residuals eatirmodels (Box-Steffensmeier and
Jones, 2004; Collet, 1994; Therneau and Gramb$€iQ)2

Negative values of martingale residuals arise whenndividual experienced fewer events
than expected or when the individual experiencexd d@hents later than expected (Box-
Steffensmeier and Jones, 2004; Lee and Wang, 28i0ger and Willet, 2003), which

means that the model underpredicts (Singer andeliR003). On the other hand,
martingale residuals are positive when the evewrumwed earlier than expected (Box-
Steffensmeier and Jones, 2004; Lee and Wang, Z88ger and Willet, 2003). In these
circumstances, the model overpredicts (Singer ariletvV2003). As can be seen in
Equation 115, martingale residuals of censoredrghens are always negative (Collet,
1994; Tableman and Kim, 2004).

Martingale residuals are a useful tool to examhee functional form of the covariates of
the model (Box-Steffensmeier and Jones, 2004; Gleval, 2004; Collet, 1994; Hosmer
and Lemeshow, 1999; Klein and Moeschberger, 198ige® and Willett, 2003; Therneau
and Grambsch, 2000).
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Deviance residuals

Deviance residuals were introduced by Thernegal. (1990). Deviance residuals are a
mere transformation of the martingale residualsomder to obtain a more normal
distribution when the appropriate model is spedifi€Collet, 1994; Klein and
Moeschberger, 1997; Therneaual, 1990), even though the sum of deviance residaals
not necessarily zero (Collet, 1994). When less #i@ut a quarter of the total observations
are censored, deviance residuals have a distribwgoy close to the normal distribution
(Therneatet al, 1990). But when there is heavy censoring, a clafygbints with close to
zero residuals will distort the normal distributighherneauet al, 1990). According to
Singer and Willet (2003), heavy censoring is présgtrwhen more than approximately

40% of the total observations are censored.

The interpretation of the deviance residuals isilaimo that of martingale residuals
(Singer and Willet, 2003). The deviance residuaes only when the martingale residual
is zero (Therneaat al, 1990). The deviance residuals of censored obsengaare always

negative.

When covariates are time-invariant and the evenhtefest only occurs once, deviance

residuals have the following form (Therneztwal, 1990)

Di:sign(M){—Z[M+5Iog( 5—I\/|)]}]/2 (116),
where sign(.) is the sign function.

The explanation of the survival model diagnostspresented in the Chapter 4.
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4. DATA AND RESULTS

4 .1.Introduction

As mentioned before, the aim of this study is talgse the partial churn of residential
customers in the fixed-telecommunications indus8pecifically, this is a longitudinal
study of the probability of fixed-telephone and ADSontracts cancellation at tinte

given that the contracts last untiend given some covariates.

Section 4.2 describes the data in which the engbigtudy is based. After that, models for
the partial customer churn of fixed-telephone andSA contracts are developed for
customers who have (or had) both types of contiactgctions 4.3 and 4.4, respectively.
Two-state models are used as the event of intexsirs only once to each individual.
Lastly, the effect of customer satisfaction onc¢hacellation of fixed-telephone and ADSL

contracts are tested in sections 4.5 and 4.6, cegply.

4.2.Data

Data were obtained from a Portuguese fixed telecomeations firm which offers fixed
telephone, ADSL, pay-TV and home-video. The prestatly focus on the analysis of
customers who have both fixed telephone and ADShtraots. The time window of
analysis is from March 2003 until November 2008lyChe geographic area of Portugal
Continental is studied. Customers are observed fhentime they contract a service from
the firm until the time they cancel all contractghathe firm or until the end of observation
period (November 2008).

Each contract has an initial subscription periokde Bubscription period may vary across
types of services and even across customers. Cestarannot cancel the contract within
this initial subscription period. If customers d#ito cancel the contract within this period,
they have to pay the remaining amount of the perdtbr this initial subscription period,
customers are allowed to cancel the contract atiarg; without any penalty.
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The study is developed by using a large-scale datalwith residential customers who
have active contracts with the firm during at leas¢ month betweerf'IDecember 2007
and 30" November 2008. This condition was imposed bec#usevariables about usage

and revenues were only available for this periotiné.

The first part of the empirical study will sepatgtestimate the hazard function of ADSL

contracts and fixed-telephone contracts for regidenustomers who have both contract
types. This includes almost 80.000 customers. Eigu® shows the percentage of active
and inactive contracts of ADSL and fixed-telephsgeevices, respectively.

Figure 13 - Active and inactive contracts in fixedelephone and ADSL services (population)

Fixed-telephone ADSL

Inactive Inactive
7,96% 7,93%

Active Active
92,04% 92,07%

The second part of the empirical study intends xamene the effect of customer
satisfaction on the customer hazard function oéditelephone and ADSL contracts for
residential customers. This analysis was baseddatadase that includes a random sample
of about 700 residential customers who completeduastionnaire about customer
satisfaction. The percentage of active and inactorgracts of ADSL and fixed-telephone

services included in this random sample is showkFigare 14.
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Figure 14 - Active and inactive contracts in fixedelephone and ADSL services (sample)

Fixed-telephone ADSL

Inactive Inactive
4,42% 4,42%

Active Active
95,58% 95,58%

As can be seen in the Figures presented abovpetientage of inactive customers is very
low, which means that heavy censoring is preseimethis study. This situation is
consistent with several studies about customemcpradiction €.g, Ahnet al, 2006 ; Bin

et al, 2007; Bonfreet al, 2007; Ferreirat al, 2004; Hunget al.,2006; and Wei and Chiu
2002).

The database provided by the firm contains a lamgaber of covariates, which include
information about the contract, customer demogihpayment history, customer
historical information about global revenues, ageraevenues from the fixed telephone
service and from the ADSL service from December 720@til November 2008, and

average usage of fixed telephone and ADSL from Béez 2007 until November 2008.

As presented in the literature, other variableshinime important for estimating the hazard
functions (for instance, the subscription periodeath contract, promotions, acquisition
cost, contact details to and from the customer, ptaimts, customer satisfaction, other
demographic data such as age, education, numbgreable in the household, etc).

Nevertheless, it is believed that accurate hazardets can be estimated with the available

data.

The database provided by the firm was modifiedtrapsforming the nominal variables
into multiple binary variables and some binary ables were created based on some

existent variables. Table 6 presents a descritidhe resulting database.
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Table 6 — Description of the database

Variables Description
A 1 Cust_id Customer number
= 2 Contract_id Contract number
3 Contract_lifetime Duration of the contract (in days
4 Contract_activation_date Contract activation date
5 Contract_desactivation_date Contract desactivatiada
6 Contract_status Contract status (0 — active; Jaetive)
g 7 Product Type of product (0 — fixed-telephone; 1B3A)
= 8 Portability Portability of the telephone number{@o; 1 — yes)
8 9 Payment_method Payment method (0 — direct debitpther)
10 Flat_plan_teleph_1 Have the customer contracteflahplan fixed-telephone type 1 (fixed telephch€) — no; 1 — yes)
11 Flat_plan_teleph_2 Have the customer contracteflahplan fixed-telephone type 2 (fixed telephch€) — no; 1 — yes)
12 Flat_plan_teleph_3 Have the customer contracteflahplan fixed-telephone type 3 (fixed telephch€) — no; 1 — yes)
13 Flat_plan_ADSL_1 Have the customer contracted ltitepfan ADSL type 3 (fixed telephone)? (0 — ne; fes)
14 Equipment_renting Have the customer rented anipewnt? (0 — no; 1 — yes)
15 Gender Gender of the customer (0 — female; 1 —)male
é 16 Aveiro Does the customer live in province “Aveird®— no; 1 — yes)
g 17 Beja Does the customer live in province “Beja"?-(Ao; 1 — yes)
g 18 Braga Does the customer live in province “Brag®'? (no; 1 — yes)
3 19 Braganca Does the customer live in province “Brggdn (0 — no; 1 — yes)
g 20 Castelo Branco Does the customer live in provir€astelo Branco? (0 — no; 1 — yes)
g 21 Coimbra Does the customer live in province “CoiniBréd — no; 1 — yes)
3 22 Evora Does the customer live in province “Evorad?-(no; 1 — yes)
23 Faro Does the customer live in province “Faro”?(@o; 1 — yes)
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Variables Description
24 Guarda Does the customer live in province “Guard@? no; 1 — yes)
25 Leiria Does the customer live in province “Leiriag®— no; 1 — yes)
26 Lisboa Does the customer live in province “Lisboéd?- no; 1 — yes)
27 Portalegre Does the customer live in province “&ledre”? (0 — no; 1 — yes)
28 Porto Does the customer live in province “Portdd?-(no; 1 — yes)
29 Santarém Does the customer live in province “Sant&? (0 — no; 1 — yes)
30 Setabal Does the customer live in province “Sefltb@ — no; 1 — yes)
31 Viana do Castelo Does the customer live in proviiwiana do Castelo™? (0 — no; 1 — yes)
32 Vila Real Does the customer live in province “Vidgal"? (0 — no; 1 — yes)
33 Viseu Does the customer live in province “Viseu0?{no; 1 — yes)
% > 34 N_total_dunning Total number of overdue bills sitize beginning of the contract
o
D%E 35 Current_debts Value of current debts (in euros)
- § 36 Mean_overall_revenues Monthly mean of the totaénexes from the customer since the beginning ofdiméract (in euros)
g g 37 Mean_revenues Monthly average revenues from the customer betidsmember 2007 and November 2008 (in euros)
m 38 Mean_int_out_value Monthly average value of international calls (otésthe pack) between December 2007 and Novembé&r (200
ot euros)
S 39 Mean_loc_out_value Monthly average value of local calls (outside tlhel) between December 2007 and November 2008 (osku
§ 40 Mean_nat_out_value Monthly average value of national calls (outside plack) between December 2007 and November 2008 (in
Q euros)
% 41 Mean_mobile_value Monthly average value of calls to mobile phonesveen December 2007 and November 2008 (in euros)
% 42 Mean_other_value Monthly average value of other kind of calls betw@ecember 2007 and November 2008 (in euros)
% 43 Mean_loc_peak_value Monthly average value of local calls (peak timejween December 2007 and November 2008 (in euros)
'E 44 Mean_loc_off peak_value Monthly average value of local calls (off-peak tjnbetween December 2007 and November 2008 (in uros
45 Mean_nat_peak_value Monthly average value of national calls (peak tilejween December 2007 and November 2008 (in euros)
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Variables

Description

46 Mean_nat_off peak value Monthly average value of national calls (off-pegkd) between December 2007 and November 2008 (osku
47 Mean_value_calls_offpeak Monthly average value of calls (off-peak time) beém December 2007 and November 2008 (in euros)
48 Mean_value_calls_peak Monthly average value of calls (peak time) betwBegember 2007 and November 2008 (in euros)
49 Mean_calls_revenues Montf;ly average revenues from the fixed-telephareise between December 2007 and November 2008 (in
euros
50 Mean_revenues_flat_plan_teleph_1 Monthl_y average revenues from the flat plan tyéxed telephone) between December 2007 and Novembe
2008 (in euros)
51 Mean_revenues_flat_plan_teleph_2 Monthl_y average revenues from the flat plan tygéxad telephone) between December 2007 and Novembe
2008 (in euros)
52 Mean_revenues_flat_plan_teleph_3 Monthl_y average revenues from the flat plan tyg@&d telephone) between December 2007 and Novembe
2008 (in euros)
53 Mean_revenues_equipm_renting  Monthly average revenues from the equipment reriigtareen December 2007 and November 2008 (in euros)
54 Mean_revenues_flat_plan_ADSL_1 Montr;ly average revenues from the flat plan tyg@QSL) between December 2007 and November 2008 (in
euros
. § 55 Mean_ADSL_revenues Monthly average total revenues from ADSL serviceneen December 2007 and November 2008 (in euros)
é % 56 Mean_value_additional_traffic Monthly average value of additional internet traffietween December 2007 and November 2008 (in euros
57 Mean_int_out_duration Monthly average duration of international callst@de the pack) between December 2007 and NoveROf:s
(in minutes)
% 58 Mean_int_in_duration Monthly average duration of international callss{de the pack) between December 2007 and Novendigd 2
o (in minutes)
@ 59 Mean_int_out_quantity Monthly average number of international calls (@eghe pack) between December 2007 and Novemlis 20
% 60 Mean_int_in_quantity Monthly average number of international calls @esthe pack) between December 2007 and Novemb@&r 200
% 61 Mean_loc_out_duration anic;]r:Jtthelg)average duration of local calls (outside gack) between December 2007 and November 2008 (in
?g 62 Mean_loc_in_duration M_onthly average duration of local calls (inside k) between December 2007 and November 2008 (in
i minutes)
63 Mean_loc_out_quantity Monthly average number of local calls (outsidefihek) between December 2007 and November 2008
64 Mean_loc_in_quantity Monthly average number of local calls (inside tlael) between December 2007 and November 2008
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Variables

Description

Mean_nat_out_duration

Monthly average duration of national calls (outdide pack) between December 2007 and November @908

65 minutes)

66 Mean_nat_in_duration M_onthly average duration of national calls (insile pack) between December 2007 and November 2008 (
minutes)

67 Mean_nat_out_quantity Monthly average number of national calls (outstue pack) between December 2007 and November 2008

68 Mean_nat_in_quantity Monthly average number of national calls (inside plack) between December 2007 and November 2008

69 Mean_mobile_duration Monthly average duration of calls to mobile phobhesveen December 2007 and November 2008 (in mihutes

70 Mean_mobile_quantity Monthly average number of calls to mobile phondsvben December 2007 and November 2008

71 Mean_other_duration Monthly average duration of other kind of callsee¢n December 2007 and November 2008 (in minutes)

72 Mean_other_quantity Monthly average number of other kind of calls beaw®ecember 2007 and November 2008

73 Mean_loc_peak_duration Monthly average duration of local calls (peak timejween December 2007 and November 2008 (in nghute

74 Mean_loc_off peak_duration M_onthly average duration of local calls (off-pe&ké) between December 2007 and November 2008 (in
minutes)

75 Mean_loc_peak_quantity Monthly average number of local calls (peak timejween December 2007 and November 2008

76 Mean_loc_off _peak_quantity Monthly average number of local calls (off-peakea)between December 2007 and November 2008

77 Mean_nat_peak_duration M_onthly average duration of national calls (peake) between December 2007 and November 2008 (in
minutes)

78 Mean_nat_off_peak_duration M_onthly average duration of national calls (off-peene) between December 2007 and November 2008 (in
minutes)

79 Mean_nat_peak_quantity Monthly average number of national calls (peak Jilmetween December 2007 and November 2008

80 Mean_nat_off _peak_quantity Monthly average number of national calls (off-péake) between December 2007 and November 2008

81 Mean_duration_calls_offpeak Monthly average duration of off-peak calls betw&stember 2007 and November 2008 (in minutes)

82 Mean_duration_calls _peak Monthly average duration of peak calls between Démr 2007 and November 2008 (in minutes)

83 Mean_duration_calls_in Monthly average duration of calls (inside the pamédween December 2007 and November 2008 (in nghute

84 Mean_duration_calls _out Monthly average duration of calls (outside the pdektween December 2007 and November 2008 (in eshut

85 Mean_duration_calls_total Monthly average duration of calls (total) betweescBmber 2007 and November 2008 (in minutes)

86 Mean_quantity_calls_in Monthly average number of calls (inside the packtieen December 2007 and November 2008
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Variables

Description

87 Mean_quantity_calls_out Monthly average number of calls (outside the paekjveen December 2007 and November 2008
88 Mean_quantity _calls_total Monthly average umber of calls (total) between Dalwer 2007 and November 2008
89 Mean_quantity _calls_offpeak Monthly average number of calls (off-peak time)viestn December 2007 and November 2008
90 Mean_quantity_calls_peak Monthly average number of calls (peak time) betw@enember 2007 and November 2008
a0 91 Mean_internet_traffic Monthly average internet traffic between Decemt@®72and November 2008 (in gigabytes)
é § 92 Mean_additional_traffic Monthly average additional internet traffic betwd2ecember 2007 and November 2008 (in gigabytes)
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4.3. Partial customer churn: The fixed-telephone contrats

4.3.1. Selection of covariates

Considering the large number of available varial@bsut customers and that some of
them are probably correlated, the correlation matvas computed in order to decide

which covariates to include in the models. Tablpr@sents the selected covariates to be
used in the hazard model of the fixed-telephoneicer

Table 7 - Selected covariates to the hazard moddi fixed-telephone contracts

Covariates Covariates

1 Portability = .
= 5 Payment_method g 5 24 N_total_dunning
g 3 Flat_plan_teleph 1 ARG
= 4 Flat_plan_teleph_2 o < 25 Current_debts
o 5 Flat_plan_teleph 3 "

6 Equipment_renting T3

7 Gender B qc>) 26 Mean_overall_revenues

8 Beja ()

9 Braga 27 Mean int out value
a 10 Ca§telo Branco o) % § 28 Mean loc_out_value
2 11 Coimbra QE£c S
S 15 Evora Xxa o 29 Mean nat out value
© L 23 30 Mean mobile value
§’ 13 Faro 2= 31 Mean other value
g 14 Gggrda 32 Mean_int_in_duration
) 15 Leiria o2 o 33 Vean loc i durafi
= 16 Uisboa 5 s & ean_loc_in_duration
= 17 Portalegre < ad 34 Mean_nat in_duration
=] L2535 Mean_other duration
7] 18 Porto ) - ==
8 19 Santarém 36 Mean_quantity calls_out

20 Setubal

21 Viana do Castelo

22 Vila Real

23 Viseu

4.3.2. Analysis of the functional form of covariates

The analysis of the functional form of the covagais of great importance, because when
the functional form of covariates is misspecifigtie estimated coefficients of the
covariates are biased (Keele, 2008). As mentionexction 3.8, martingale residuals can
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be used to analyse the functional form of covasiakeren though several methods based
on the residuals have been proposed to analyséutizional form of covariatese(g,
Box-Steffensmeier and Jones, 2004; Grambsthal., 1995; Therneatet al, 1990),
Therneau and Grambsch (2000) point out that theplssh method to examine the
functional form of a given covariate is to plot teenoothed curve of the martingale
residuals from a null model against the valuesat tovariate. The form of the smoothed
curve indicates the functional form of that coveaidNevertheless, they point out that this
method may fail when covariates are correlated.s&hauthors suggest smoothing the
martingale residuals with the locally weighted smgiot smoothing (lowess) method.
Thus, in this study, the functional form of contius covariates is analysed as proposed by
Therneau and Grambsch (2000). These graphs arensiovwAppendix B. From the
analysis of these graphs, it can be concludedhlegplots are approximately linear, and no

known transformation id required.

4.3.3. Testing the PH assumption

The Cox model has been largely applied in situatiehere the PH assumption is far from
being satisfied (Schemper, 1992). Nevertheless, vib&ation of the PH assumption

originates the following consequences for the tesaflthe model:

»= As regards to the covariates that do not satisfytH assumption, the power of the
corresponding statistical tests decreases (Lagakib$Schoenfeld, 1984);

= As regards to the covariates that satisfy the Psuraption, the power of the
corresponding statistical tests also decreases tdua low fit of the model
(Schemper, 1992);

» The estimates of the coefficients of the covariaresbiased. Thus, the estimates of
the coefficients of the covariates with hazard osatincreasing over times are
overestimated, and the estimates of the coeffigienit the covariates with
converging hazard ratios (probably the most commolation) are underestimated
(Schemper, 1992).
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As such, when the PH assumption is violated, thdehis invalid (Hess, 1995). A correct
interpretation of the coefficients of a PH modeh amly be made when this assumption
holds (Parmar and Machin, 1995).

Statistical failure of the PH assumption may be doethe existence of some other
problems in the model specification, such as tmetianal form of the covariates (Keele,

2008; Therneau and Grambsch, 2000), and, as suHe K2008) suggests the correction
of these misspecifications before the evaluatiothefPH assumption. In fact, in presence
of these misspecifications, the statistical teststhe evaluation of the PH assumption
provide evidence about non-PH, when the model igkd¢le, 2008). Keele (2008) shows

that the correction of the functional form of caases modifies the diagnosis about the PH

assumption.

In some circumstances, the statistical failurehef PH assumption is not a big problem,
particularly in large samples, when the graphiggdraach shows that the model is almost
PH, and, for instance, the reason of failure is phesence of outliers (Therneau and
Grambsch, 2000).

Nevertheless, when non-PH is effective, the probleamnot be ignored and some
strategies should be adopted in order to overtakes iproposed by Box-Steffensmeier and
Zorn (2001), Collet (1994), Schemper (1992), andriibau and Grambsch (2000):

» Fit a stratified Cox model (the stratification \abie is the covariate that does not
hold the PH assumption) rather then an ordinary @ogel;

= Partition of the survival time axis and fit separatodels for each part (piecewise
model);

= Inclusion of interaction of time-invariant covaeatand some function of time;

= Use AFT or additive hazards model.

Ng’Andu (1997) also proposes some strategies ofatliad in presence of non-PH.

® The Aalen additive hazard model assume that catearihave an additive effect on the hazard functiwh
this effect may not be constant (in absolute valné sign) over time (Bradbuwt al, 2003). The hazard

function of the additive model is given Hyt| X) = hy(t)+ (1) X. Even though this approach seems to be

more flexible, its interpretation is complicate &8burnet al, 2003). Moreover, this approach is not largely
implemented in the commercial statistical softw@eadburnet al, 2003).
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Some methods are available to test the PH assumj@ex-Steffensmeier and Zorn (2001)
mention three types of methods to test the PH agssom namely (i) piecewise
regressions to detect changes in parameter vdlijegesidual based tests (graphical and
statistical); and (iii) tests of the coefficient$ the interaction of covariates with time.
Additionally, Lee and Wang (2003) suggest a congoariof the fit of the PH and non-PH
models. Ata and Sozer (2007) point out that theneot the best approach to examine the
PH assumption. Ng’Andu (1997) compared five stiatiéttests whose objective is to test
the PH assumption, with and without censoring, laadound that the interaction of time-
invariant covariates and time and the Grambsch Emefneau (1994) test are equally
powerful in detecting non-PH. Furthermore, he codel that statistical tests based on the
partition of survival time have less power than #tatistical tests that do no request the
partition of survival time. Lastly, he provided dence that the power of the statistical tests
depends on the magnitude and type of divergence thee PH. Box-Steffensmeier and
Jones (2004) point out that the piecewise regrassithe best method to test for the PH
assumption in parametric models, even though thesebetter methods to test the PH

assumption in Cox models.

Thus, in this study, the PH assumption is testeddiyg five different methods, which are:
piecewise regression, statistical tests and graphigproaches, testing the coefficients of
the interaction of time-invariant covariates withuaction of time, and lastly, comparing

the fitting of PH and non-PH models.

4.3.3.1. Piecewise regression

In order to test the PH assumption based on piseevagression, the dataset must be
divided into at least two groups; one with indivadii that survive less than a given value
(e.g.,the median survival time) and other group withividuals that survival more than

that value. Then, separate survival models aredfitbr each group of observations (Box-
Steffensmeier and Jones, 2004; Hess, 1995). kshiated coefficients of the covariates

are consistent across the two models, the PH asgump satisfied (Box-Steffensmeier
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and Zorn, 2001; Box-Steffensmeier and Jones, 20@herwise, the PH assumption is

violated.

The number and location of the breakpoints haven éidely discussed in the literature
(Box-Steffensmeier and Zorn, 2001). It is recomnaehthat each interval of time has
similar number of events.€., the quantiles of survival time may be used to tergmoups

of individuals) and that no interval has few evdii@sx-Steffensmeier and Zorn, 2001).

As such, our database was divided into two grotips. first group includes the contracts
whose lifetime is until the median lifetime (incius) and the second group includes the
remaining contracts. The median lifetime of fixetephone contracts is 783 days. As
suggested by Hess (1995) and Box-Steffensmeier Jamés (2004), Cox models are
estimated for each group and the coefficients efctbvariates are compared. The results of

the models are presented in Table 8.

From the analysis of the Table 8, it can be coreduthat the estimated coefficients of
many covariates differ across groups and as redartte®e majority of covariates that are
significant in both models, their coefficients aret consistent across the two groups and
there are even situations where the signs of thienat®d coefficients are the opposite

(payment_methodndflat_plan_teleph B
As such, it can be said that there is empiricallence that the effect of some covariates on

the cancellation of telephone-fixed contracts it canstant over time, which means that

the PH assumption is not satisfied.
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Table 8— Estimates of the piecewise models of fixéelephone contracts

Group 1 Group 2

B p-value B p-value
N_total_dunning 1.733 0.000** 3.040 0.000**
Mean_overall_revenues 0.017 0.000** 0.003 0.143
Current_debts -0.027 0.000** -0.083 0.000**
Mean_int_out value -0.011 0.000** 0.005 0.464
Mean_int_in_duration -0.001 0.000** -0.001 0.250
Mean_loc_out_value -0.007 0.681 0.001 0.960
Mean_loc_in_duration 0.000 0.886 0.000 0.786
Mean_nat_out_value 0.091 0.006** -0.051 0.141
Mean_nat_in_duration 0.000 0.019* 0.000 0.126
Mean_mobile_value 0.006 0.118 0.005 0.331
Mean_other_value 0.088 0.000** 0.080 0.000**
Mean_other_duration 0.001 0.000** 0.000 0.418
Mean_quantity calls_out -0.001 0.355 0.004 0.048*
Portability 0.406 0.000** 0.300 0.000**
Payment_method 0.389 0.000** -0.509 0.000**
Flat_plan_teleph_1 -0.524 0.000** 0.170 0.125
Flat_plan_teleph_2 -0.632 0.000** -0.457 0.000**
Flat_plan_teleph_3 -0.398 0.000** 0.620 0.000**
Equipment_renting 0.187 0.074 0.081 0.735
Beja -0.440 0.145 0.219 0.612
Braga -0.149 0.221 -0.412 0.008**
Castelo Branco -0.385 0.172 -0.535 0.214
Coimbra -0.211 0.085 0.063 0.736
Evora -0.400 0.204 -0.491 0.499
Faro -0.121 0.331 0.025 0.899
Guarda -0.390 0.199 0.125 0.809
Leiria -0.381 0.006** -0.102 0.615
Lisboa -0.329 0.000%* -0.301 0.032*
Portalegre -0.210 0.288 -0.698 0.333
Porto -0.094 0.313 -0.304 0.032*
Santarém -0.446 0.000** 0.176 0.376
Setubal -0.139 0.194 0.102 0.519
Viana do Castelo -0.510 0.002** -0.315 0.207
Vila Real -0.408 0.068 0.043 0.905
Viseu -0.206 0.363 -0.782 0.277
Gender -0.005 0.898 -0.004 0.925

** significant at the 1% level; * significamt the 5% level
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4.3.3.2. Statistical tests based on residuals

Several statistical tests have been proposed iditérature to test the PH assumption.
Grambsch and Therneau (1994) proposed a globabftélse PH assumption. It is a global
test because it tests the model as a whole anglacbtcovariate in separate. Under the null
hypothesis that hazards are proportional, it iseetgrd that the correlation between the
Schoenfeld residuals and survival time is zero\(€et al, 2004). Thus, if one concludes
that the PH is violated, the covariate(s) which(¥as problems is unknown; so, Box-

Steffensmeier and Jones (2004) argue that eachiatevenust be examined in separate.

Therneau and Grambsch (1994) propose a Rao effismre test to examine the PH
assumption for each covariate in separate, whicbased on the following equation
(Therneau and Grambsch, 2000):

E(r;k)+/§k=ﬂk(ti) (117),

where r;k is the scaled Schoenfeld residual of the individutor the covariateék , and

,@k is the estimated coefficient of the covari&tédrom an ordinary Cox model.

Many other tests have been proposed in the litexdtar the PH assumption, as presented
in Therneau and Grambsch (2000). The main diffexdretween them is the function of
time that is usede(g.,t, logt, or even a piecewise function) (Therneau andntbsch,
2000). These different tests may lead to differemtclusions about the PH of a given

covariate (Kleinbaum and Klein, 2005).

In the present study, the PH assumption is testeddch covariate with the Rao efficient
score test of Therneau and Grambsch and (1994)PFhassumption of the global model
was tested using the Grambsch and Therneau (1884 )lable 9 shows the results of both

tests.
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Table 9- Statistical tests of the PH assumption diked-telephone contracts

Rho Chi2 Df p-value
N_total_dunning 0.290 1352.90 1 0.000**
Mean_overall _revenues -0.021 5.66 1 0.017*
Current_debts -0.266 3801.94 1 0.000**
Mean_int_out value -0.033 6.65 1 0.010**
Mean_int_in_duration 0.009 0.83 1 0.362
Mean_loc_out_value 0.076 48.52 1 0.000**
Mean_loc_in_duration -0.022 2.60 1 0.107
Mean_nat_out_value 0.007 0.44 1 0.508
Mean_nat_in_duration -0.001 0.01 1 0.943
Mean_mobile_value -0.018 1.59 1 0.207
Mean_other_value -0.039 5.68 1 0.017*
Mean_other_duration -0.011 0.57 1 0.451
Mean_quantity calls_out 0.007 0.35 1 0.555
Portability 0.196 236.61 1 0.000**
Payment_method -0.196 374.22 1 0.000**
Flat_plan_teleph_1 0.066 27.58 1 0.000**
Flat_plan_teleph_2 0.036 8.42 1 0.004**
Flat_plan_teleph_3 0.124 99.97 1 0.000**
Equipment_renting -0.024 3.56 1 0.059
Beja 0.028 5.15 1 0.023*
Braga 0.036 9.10 1 0.003**
Castelo Branco 0.016 1.54 1 0.215
Coimbra 0.043 12.67 1 0.000**
Evora 0.022 3.09 1 0.079
Faro 0.047 15.06 1 0.000**
Guarda 0.024 3.71 1 0.054
Leiria 0.052 17.80 1 0.000**
Lisboa 0.056 21.77 1 0.000**
Portalegre 0.021 2.90 1 0.089
Porto 0.023 3.79 1 0.051
Santarém 0.056 21.82 1 0.000**
Setubal 0.051 18.46 1 0.000**
Viana do Castelo 0.022 3.23 1 0.072
Vila Real 0.002 0.02 1 0.878
Viseu 0.011 0.73 1 0.392
Gender 0.030 5.64 1 0.018*
Global test 4353.76 36 0.000**

** significant at the 1% level; * significamt the 5% level

These statistical tests provide evidence that tHeaBsumption does not hold for about

55% of the covariates, and, consequently, on thaeyithe model is not PH.
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4.3.3.3. Graphical approaches based on residuals

Kleinbaum and Klein (2005) point out that even thlowstatistical tests provide a more
objective decision about the PH assumption, graphapproaches allow for detecting
some particular deviations from the PH assumpt®m;they suggest the use of both
methods. Also Therneau and Grambsch (2000) emgh#sa¢ graphical approaches and
statistical tests must be complementary in exanonavf the PH assumption, because

plots allow us to have an idea about the reasomaghitude of failure of this assumption.

There are several graphical methods proposed ifiténature to test the PH assumption.

For instance, Hess (1995) presents a review ohtitee of eight distinct graphical methods.

Two graphical approaches are used to verify theaBstimption in this study. Firstly, the
Schoenfeld residuals of each covariate (discretecamtinuous) were plotted against the
survival time. Appendix C shows these graphs. BWengh the graphical analysis may be
not very objective (Hosmer and Lemeshow, 1999),esaorves show a clear trend over
time, and, thus, the effect of the respective da@s changes over time, which means that
the PH assumption may probably not hold (Box-Stefifieeier and Jones, 2004; Cleets
al., 2004; Hess, 1995; Hosmer and Lemeshow, 1999;eGiagd Willett, 2003). These
covariates areCurrent_debts Portability, Payment_methqdFlat_plan_teleph_1, and
Flat_plan_teleph_3

Box-Steffensmeier and Jones (2004) suggest thefusmtistical tests for the covariates

which plot does not show an obvious slope.

The second graphical approach used in this stughgrity the PH assumption is the plot of

—In{—ln[é(t)]} againstin(t) for each level of a discrete covariate (wh&fe) is the

Kaplan-Meier estimate of the survival function) é@set al, 2004). PH assumption is
satisfied if parallel curves are obtained (Blosstsl al, 2007; Collet, 1994; Therneau and
Grambsch, 2000). Kleinbaum and Klein (2005) denratestthis property. Therneau and
Grambsch (2000) highlight that this method can drdyused when covariates are discrete
and with few levels. These graphs are presentefippendix D. As can be seen in the

graph of the provinces, nothing can be concludeel tduthe multiple categories of this
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covariate. As regards to the remaing discrete cates, it may be concluded that the PH
assumption probably fails in the variablePortability, Payment_method,
Flat_plan_teleph_1, Flat_plan_teleph_2, and Flatarplteleph_3because the curves are

not parallel.

It should be emphasised that the evaluation oPtHeassumption by graphical methods has
a great drawback, because the decision about “fevallgl is parallel” is very subjective
and sometimes even difficult to visualise (Ata &uker, 2007; Hosmer and Lemeshow,
1999; Kleinbaum and Klein, 2005).

4.3.3.4. Testing the coefficients of the interaction of timenvariant
covariates and the functions of timet and In(t)

Based on the fact that when the effect of one cateawvaries with time, the PH assumption
is violated, Cox (1972) propose the inclusion ie thodel of interaction terms between
time-invariant covariates and some function of timerder to test the PH assumption. If
the estimated coefficient of any of these intemaiis statistically significant, then PH
assumption is violated. It should be noted thdediint functions of time can be used for
different covariates (Kleinbaum and Klein, 2005heTuse of this method is also suggested
by other researchers.g.,Lee and Wang, 2003; and Kleinbaum and Klein, 2005)

Therneau and Grambsch (2000) point out that eveuwgtinthe plots and tests of PH based
on the coefficients of the interaction of time-inaat covariates and some function of time

are powerful, they may fail to detect some formsah-PH.

Thus, a Cox model with all the covariates in stadd the interactions of these covariates

with the functions of time andIn(t) was estimated. The results of these models are

shown on Table 10. Only the estimates of the ioteyas are presented.
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time t and In (t) of fixed-telephone contracts

Table 10 — Estimates of the model with interactionf time-invariant covariates and the functions of

Function _t Function In (_t)

B p-value B p-value
N_total_dunning 0.0019 0.000** 0.440 0.000**
Mean_overall_revenues 0.0000 0.000** 0.001 0.061
Current_debts -0.0001 0.000** -0.016 0.000**
Mean_int_out_value 0.0000 0.198 -0.005 0.015*
Mean_int_in_duration 0.0000 0.924 0.000 0.346
Mean_loc_out_value 0.0003 0.000** 0.198 0.000**
Mean_loc_in_duration 0.0000 0.193 0.000 0.676
Mean_nat_out value 0.0001 0.213 0.023 0.593
Mean_nat_in_duration 0.0000 0.602 0.000 0.527
Mean_mobile_value 0.0000 0.234 -0.007 0.021*
Mean_other_value 0.0000 0.045* 0.002 0.729
Mean_other_duration 0.0000 0.003** -0.001 0.000**
Mean_quantity calls_out 0.0000 0.008** 0.004 0.001*
Portability 0.0036 0.000** 1.614 0.000**
Payment_method -0.0020 0.000** -0.660 0.000**
Flat_plan_teleph_1 0.0017 0.000** 1.145 0.000**
Flat_plan_teleph_2 0.0008 0.003** 0.494 0.005**
Flat_plan_teleph_3 0.0018 0.000** 1.220 0.000**
Equipment_renting -0.0002 0.450 0.147 0.143
Beja 0.0010 0.260 0.506 0.280
Braga 0.0005 0.110 -0.093 0.379
Castelo Branco 0.0004 0.628 0.269 0.521
Coimbra 0.0006 0.074 0.149 0.257
Evora 0.0010 0.351 0.194 0.622
Faro 0.0009 0.014* 0.284 0.025*
Guarda 0.0009 0.371 0.155 0.714
Leiria 0.0007 0.092 0.024 0.874
Lisboa 0.0006 0.016* 0.188 0.017*
Portalegre 0.0004 0.617 0.170 0.515
Porto 0.0000 0.899 -0.195 0.014*
Santarém 0.0010 0.009** 0.275 0.069
Setubal 0.0006 0.040* 0.028 0.770
Viana do Castelo 0.0002 0.639 0.064 0.733
Vila Real -0.0009 0.160 -0.509 0.006**
Viseu -0.0004 0.612 -0.127 0.620
Gender 0.0003 0.006** 0.110 0.004**

** significant at the 1% level; * significamt the 5% level
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In both models, almost 50 percent of the interastiare statistically significant, which
allows concluding that the PH assumption is vialater these covariates, and, thus, the

model is not PH on the whole.

4.3.3.5. Comparing the fitting of PH and non-PH models

Lee and Wang (2003) propose a comparison of thelrgess-of-fit of PH and non-PH
models, and they argue that if non-PH parametrideisoprovide a better fit than PH
models, the data do not satisfy the PH assumpBeedburnet al. (2003) also point out
that the model that best fits the data is the rapptopriate model to be used (between PH
and non-PH).

In order to compare the fitting of the PH and nath4Rodels, the AIC and the BIC were

computed for the exponential, Weibull (PH modelsgnormal, and log-logistic (AFT

models) models. The results are presented in Tble

Table 11 — AIC and BIC of the PH and AFT models ofixed-telephone contracts

Exponential Weibull Lognormal Log-logistic
AIC 39 472.30 35161.09 37 039.02 33822.59
BIC 39 629.96 35 346.57 37 326.52 34 045.17
df 17 20 31 24

As can be seen in the above table, the log-logistidel produces the lowest value of the
AIC and BIC, which means that the model that béstiie data is the log-logistic. As such,
this AFT model outperforms the PH models, whichaates that the data is not PH.
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4.3.3.6. Conclusion about the PH assumption

Table 12 presents a summary of the PH assumptisis f@esented above. From its
analysis, it can be concluded that the PH assuméits for many variables, at most in

one type of test. Moreover, not all tests genefaesame conclusion for the covariates.

Table 12 — Summary of the PH assumption tests of&d-telephone contracts

Piecewise
regressions
Statistical
Graphical
(Schoenfeld
residuals)
Graphical
approach
(other)®
Interaction
of TIC and
Interaction
of TIC and
In(_t)

tests

N_total_dunning
Mean_overall_revenues
Current_debts
Mean_int_out_value
Mean_int_in_duration X

Mean_loc_out_value X X X
Mean_loc_in_duration

Mean_nat_out value X

Mean_nat_in_duration X

Mean_mobile_value X
Mean_other_value X X
Mean_other_duration X
Mean_quantity calls_out
Portability X X X X X X
Payment_method
Flat_plan_teleph_1
Flat_plan_teleph_2
Flat_plan_teleph_3
Equipment_renting
Beja X *

Braga X X *

Castelo Branco *

Coimbra X *

Evora *

Faro X * X X
Guarda *

Leiria X X *

Lisboa X * X X
Portalegre *

Porto X * X
Santarém X X * X

Setubal X * X

Viana do Castelo X *

Vila Real * X
Viseu *

Gender X X X

x — PH assumption fails or seems to fail
* — the graphic analysis does not allow any coriolus

x
><><><
x
><><><
x
x
><><
>< ><

x
xX X
xX X

X X X X
X X X X
X X X X
X X X X
X X X X

6 —|n{—ln [é( t)}} againstln(t)
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4.3.4. Model estimation

As mentioned above, it seems that the model thst fits the data is the log-logistic,
because it produces the lowest AIC.

In order to test for the presence of unobservedvithagal heterogeneity, a log-logistic
model with gamma-distributed frailty (unshared) westimated. There is statistical
evidence of unobserved individual heterogeneityl (. &=0; p<0.00C), and thus, this
effect has to be included in the model becausaproves the results. The final model is
presented in Table 13.

Table 13 - Estimates of the log-logistic model witbamma-distributed unshared frailty of fixed-
telephone contracts

Mean/ Log-logistic (gamma frailty)

proportion B Std. error p-value
N_total_dunning 0.08 -1.462 0.025 0.000**
Mean_overall _revenues 42.93 -0.026 0.001 0.000**
Current_debts 35.55 0.022 0.000 0.000**
Mean_int_out value 0.99 0.021 0.002 0.000**
Mean_int_in_duration 13.02 0.001 0.000 0.000**
Mean_loc_out_value 0.97 0.039 0.004 0.000**
Mean_loc_in_duration 96.36 0.000 0.000 0.000**
Mean_nat_out_value 0.21 0.039 0.011 0.001**
Mean_nat_in_duration 35.07 0.000 0.000 0.004**
Mean_mobile_value 2.61 0.020 0.002 0.000**
Mean_other_value 0.94 -0.040 0.004 0.000**
Mean_other_duration 15.34 -0.001 0.000 0.000**
Portability 0.14 0.174 0.017 0.000**
Payment_method 0.77 -0.080 0.017 0.000**
Flat_plan_teleph_1 0.02 0.377 0.037 0.000**
Flat_plan_teleph_2 0.03 0.336 0.037 0.000**
Flat_plan_teleph_3 0.06 0.112 0.023 0.000**
Equipment_renting 0.02 -0.143 0.044 0.001**
Braga 0.05 0.178 0.028 0.000**
Lisboa 0.41 0.166 0.015 0.000**
Porto 0.27 0.080 0.016 0.000**
Constant 8.154 0.029 0.000**
In gamma -0.9996 0.012 0.000**
In theta -0.716 0.094 0.000**
gamma 0.368 0.004
theta 0.489 0.046

** significant at the 1% level; * significant ahé¢ 5% level
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Our results show that customers that spend morentennational, national, local, and
mobile calls outside the pack, have larger survivaés. Moreover, customers that spend
more time on international, national, and locallscahside the pack also have a larger
contract lifetime. Both indicators are related lie fixed-telephone usage; but whereas the
first group of indicators has no additional cogttlee customer, the second group has. As
such, it seems that customers with harder usagheofixed-telephone service have a
longer relationship with the service provider. Argothese variables, those that have a
greater influence on contract lifetime are the mealne spent on local and national calls
outside the pack. On the other hand, there is érapievidence that the time and money
spent on other type of calls.¢, value-added calls, special numbers, etc.) neglsitaffect

the survival time of the fixed-telephone contracts.

The results of the present study also indicate ¢hatomers with greater average monthly
spending with the service provider have shortetregh lifetimes. This result is consistent
with the results of Zhangt al. (2006), who found that the overall revenues from last 6

months negatively affects the survival time of caats in the fixed-telephone industry.

Moreover, it seems that the total number of ovetdille (since ever) negatively affect the
survival time. Thus, for each additional invoicedi@bt, the contract lifetime reduces about

78%. In fact, this is the variable with greater anpon fixed-telephone contract lifetime.

Contrary to expectations, it seems that the valueuaent debts of the customer has a
positive effect on survival time. This can be doehe fact that, until recently, the firm’s

policy was not stopping the service to custometh debts.

The results of the present study also indicate thatsurvival time for customers that
required portability is larger than for those tdat not require portability. Contracts paid
by direct debit also last longer than contractsl g other methods. Zharey al. (2006)

also found that the probability of churn increasas more difficult payment methods.
There is also empirical evidence that the fixedghbne contracts with one of the
available flat plans have larger survival timesntiihose without one of the flat plans.
Furthermore, the contracts of those customers wiyotlioe equipment for the installation

of the service have longer survival times than ¢hafscustomers who rent the equipment.
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The results of the model appear to indicate thatrecots of customers from the provinces

of Braga, Lisboa, and Porto last longer than tledseistomers from Aveiro.

Lastly, the results suggest that the customer tieterrate (as regards to the fixed-
telephone contracts) is neither constant over fipezause the exponential model is the
only one which hazard function is constant and theglel does not definitely adequately
fits the data) nor across customers (because th@€8dmption is not satisfied), which
contradicts a common assumption made by severahmgsers on the CLV computation,

in section 2.5.

The hazard and survival curves are presented urésgl5 and 16, respectively. As can be
seen from the analysis of the population hazarde;uhere is duration dependence. In fact,
the probability that a customer cancels a fixedghbne contract with the service provider
increases as the customer lifetime increases. Zéiaalg(2006) also found the existence of

duration dependence on fixed-telephone contracts.

Figure 15 — Hazard function of fixed-telephone comacts
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Figure 16 — Survival function of fixed-telephone cetracts

Log-logistic regression
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4.3.5. |dentification of outliers

Box-Steffensmeier and Jones (2004) propose to ifgetiie outlier observations by
plotting the deviance residuals against the observanumber or against survival time
(Box-Steffensmeier and Jones, 2004). They alsoesigyotting the smoothed residuals to
help the visualization. Whereas the plot of theiglese residuals against the observation
number allows to easily identify the observationthvarge residuals (which are potential
outliers), the plot of the deviance residuals agfasuirvival time also allows to conclude if
there are an apparent relationship between thdiymsegative deviance residuals and
time (.e., for instance, if large negative deviance residwats concentrated in longer

survival times) (Box-Steffensmeier and Jones, 2004)

As suggested by Box-Steffensmeier and Jones (2004yder to identify the outliers, the
deviance residuals were plotted against the surtima (Figure 17). The graph shows that
the majority of outliers are concentrated on thedst survival times. Nevertheless, only

about 0.73% of the observations are outliers.

137



Figure 17 — Deviance residuals of the model of fidetelephone contracts

deviance residual

4.3.6. Analysis of the goodness-of-fit of the model

As mentioned in section 3.8, the Cox-Snell resisl@mk useful to examine the goodness-
of-fit of the model. An important property of thesesiduals is that if the selected model
adequately fits the data, the Cox-Snell residualéehan unit exponential distributibn
(Box-Steffensmeier and Jones, 2004; Cleseal, 2004; Klein and Moeschberger, 1997,
Lee and Wang, 2003) with density function definedlaee and Wang, 2003)

f(res) =€ (118),
and survival function defined as (Lee and Wang 3200

S(rg;s)=ojO f(%) dx=ojO e” dx €os (119).
rCS rCS

Let é( '39«) be a Kaplan-Meier estimate allﬂj(rcq ) a Nelson-Aalen estimate. If the fitted

model is appropriate, the plot c@s againstI:I (rcs) is a straight line with slope 1 and

" Collet (1994) points out that this property may be satisfied in small samples.

138



zero intercept (Blossfeldt al, 2007; Box-Steffensmeier and Jones, 2004; Cleved,
2004; Collet, 1994; Lee and Wang, 2003).

Even though some deviations from the referencedfr#s’ may be expected, mainly at the
end of the integrated hazard function (due to #ehuced number of individuals in the
sample), systematic deviations from the refereimzedf 4% may indicate lack of fit of the
model (Box-Steffensmeier and Jones, 2004; Cleves, 2004; Collet, 1994).

The goodness of fit of the model is tested by pigtthe Nelson-Aalen cumulative hazard
estimator for Cox-Snell residuals, which is presdnin Figure 18. From the analysis of
this graph, it can be concluded that the model aaledy fits the data, because the plot

shows a line with slope approximately equal to one.

Figure 18 - Cumulative hazard of Cox-Snell residua of the model of fixed-telephone contracts

Cox-Snell residual

Nelson-Aalen cumulative hazard Cox-Snell residual

The goodness-of-fit of the model can be also evatlaising the AIC and BIC, as
explained in section 3.5.4.8. Table 14 presentsnansary of some measures of goodness-
of-fit, like the log-likelihood of the null modelnd the final model, the AIC, and the BIC.

As mentioned above, this model produces the loAEStamong all tested distributions.
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Table 14 — Some statistics to measure the goodnesdit of the model of fixed-telephone contracts

Log-logistic
(gamma frailty)

Log-likelihood (null)
Log-likelihood (model)

df
AIC
BIC

-22 082.16
-16 819.16
27
33 692.33
33942.73

4 .4. Partial customer churn: The ADSL contracts

4.4.1. Selection of covariates

The selection of covariates to be included in thedeh took into consideration the

correlation of the covariates in order to avoid ithelusion of correlated covariates. Table

15 presents the selected covariates to be usee imaizard model of the ADSL service.

Table 15 - Selected covariates to the hazard modsl ADSL contracts

Covariates

22 N_total_dunning

Payment
history

23 Current_debts

24 Mean_overall_revenues

Global
revenues

1 25 Mean_value_additional_traffic

ADSL
revenue

26 Mean_internet_traffic

ADSL
usage

Covariates
5 1 Portability
o 2 Payment_method
g 3 Flat_plan ADSL 1
O 4 Equipment_renting
5 Gender
6 Beja
7 Braga
* 8 Castelo Branco
E 9 (;oimbra
= 10 Evora
o 11 Faro
2 12 Guarda
2 13 Leiria
5 14 Lisboa
£ 15 Portalegre
*g‘ 16 Porto
O 17 Santarém
18 Setubal
19 Viana do Castelo
20 Vila Real
21 Viseu
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4.4.2. Analysis of the functional form of covariates

As presented for the fixed-telephone model, thectional form of the covariates is
examined by the analysis of the plots of the smembtimartingale residuals against each
continuous covariate. The graphs are shown in AgigeB. From the analysis of these
graphs, it can be concluded that the plots arecappately linear, and, thus, no known

transformation id required.

4.4.3. Testing the PH assumption

As presented for the fixed-telephone contracts, Rhkeassumption is also analysed by
using piecewise regressions, statistical tests guagbhical approaches, tests for the
coefficients for the interaction of time-invariaobvariates and a function of time, and

lastly, comparing the fitting of PH and non-PH misde

4.4.3.1. Piecewise regression

As mentioned for the fixed-telephone contracts,da@base was divided into two groups.
The first group includes the contracts whose lifetiis less than or equal to the median
lifetime and the second group includes the remgimiontracts. The median lifetime of

ADSL contracts is 783 days. The models are predent&able 16.

As can be observed in Table 16, the coefficientsahe covariates are not consistent
across the two groups. Moreover, the estimatedficaefts of some covariates present an
opposite sign between the two groups in study. Fukates that the PH assumption is not
satisfied, as mentioned by Box-Steffensmeier anth Z8001) and Box-Steffensmeier and
Jones (2004).
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Table 16 — Estimates of the piecewise Cox modelsADSL contracts

Group 1 Group 2

B p-value B p-value
N_total_dunning 1.823 0.000** 3.019 0.000**
Mean_overall_revenues 0.018 0.000** 0.011 0.000**
Current_debts -0.028 0.000** -0.083 0.000**
Mean_internet_traffic 0.000 0.041* 0.000 0.014*
Mean_value_additional_traffic -0.091 0.000** 0.026 0.106
Payment_method 0.382 0.000** -0.503 0.000**
Equipment_renting 0.263 0.012* 0.275 0.247
Flat_plan_ADSL_1 0.162 0.003** -0.324 0.000**
Beja -0.406 0.179 0.344 0.424
Braga -0.098 0.418 -0.411 0.009**
Castelo Branco -0.368 0.192 -0.610 0.157
Coimbra -0.225 0.066 0.014 0.939
Evora -0.492 0.134 -0.359 0.618
Faro -0.055 0.658 0.018 0.930
Guarda -0.336 0.266 0.063 0.904
Leiria -0.375 0.008** -0.069 0.737
Lisboa -0.307 0.001** -0.316 0.025*
Portalegre -0.258 0.198 -0.697 0.333
Porto -0.063 0.503 -0.310 0.029*
Santarém -0.434 0.000** 0.166 0.404
Setubal -0.090 0.403 0.109 0.492
Viana do Castelo -0.507 0.002** -0.367 0.142
Vila Real 0.041 0.847 0.135 0.709
Viseu -0.207 0.361 -0.868 0.228
Gender 0.002 0.953 -0.014 0.750

** significant at the 1% level; * significamt the 5% level

4.4.3.2. Statistical tests based on residuals

The PH assumption was tested for each covariate thié Rao efficient score test of
Therneau and Grambsch and (1994) and the PH assangptthe global model was tested
using the Grambsch and Therneau (1994) test. Tab#tows the results of both tests.
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Table 17 — Statistical tests of the PH assumptiorf ADSL contracts

Rho Chi2 Df p-value
N_total_dunning 0.271 1225.46 1 0.000**
Mean_overall _revenues -0.033 11.38 1 0.001**
Current_debts -0.263 3775.85 1 0.000**
Mean_internet_traffic 0.061 21.84 1 0.000**
Mean_value_additional_traffic -0.030 5.25 1 0.022*
Payment_method -0.195 372.66 1 0.000**
Equipment_renting -0.022 2.94 1 0.086
Flat_plan_ADSL_1 -0.050 15.87 1 0.000**
Beja 0.027 4.47 1 0.035*
Braga 0.026 4.61 1 0.032*
Castelo Branco 0.011 0.81 1 0.369
Coimbra 0.035 7.98 1 0.005**
Evora 0.022 2.92 1 0.087
Faro 0.038 9.78 1 0.002**
Guarda 0.014 1.16 1 0.282
Leiria 0.052 17.70 1 0.000**
Lisboa 0.048 16.06 1 0.000**
Portalegre 0.017 1.93 1 0.165
Porto 0.015 1.62 1 0.203
Santarém 0.051 17.52 1 0.000**
Setubal 0.044 13.20 1 0.000**
Viana do Castelo 0.009 0.58 1 0.448
Vila Real 0.007 0.29 1 0.590
Viseu 0.006 0.22 1 0.636
Gender 0.024 3.59 1 0.058
Global test 4130.61 26 0.000**

** significant at the 1% level; * significamt the 5% level

The analysis of Table 17 allows us to conclude idtassumption is not satisfied for
about 60 percent of the covariates, and, conselguerd can assume that the whole model
is not PH.

4.4.3.3. Graphical approaches based on residuals

The PH assumption was also examined by the anabydise two graphical approaches

used for the fixed-telephone model. The analysithefgraphs of the Schoenfeld residuals
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(see Appendix F) seems to indicate that the com@urrent_debtandPayment_method
may not satisfy the PH assumption.

On the other hand, according to the analysis ofgtiaphs of the—ln{—ln[é(t)}} against

In(t) (Appendix G), it seems that the PH assumptiors fail the discrete covariates

Payment_methodnd Flat_plan_ADSL_1 Note that the graph of the covariate Province

does not allow any conclusion, due to the multipliof categories of this covariate.

4.4.3.4. Testing the coefficients of the interaction of timenvariant
covariates and the functions of timet and In(t)

The results of a Cox model with all the covaridatestudy and their interactions with the

functions of timet andln(t) are presented in Table 18 (note that only theasteons are

shown in this table). About 40 and 50 percent efitlieractions are statistically significant
(in the first and second situations, respectivelich indicates that the PH assumption is
not verified for these covariates. As such, the ehoak a whole, is not PH.
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Table 18 - Estimates of the model with interactiomf time-invariant covariates and the functions of
time t and In (t) of ADSL contracts

Function _t Function In (_t)

B p-value B p-value
N_total_dunning 0.002 0.000** 0.439 0.000**
Mean_overall_revenues 0.000 0.000** 0.000 0.717
Current_debts 0.000 0.000** -0.016 0.000**
Mean_internet_traffic 0.000 0.000** 0.000 0.000**
Mean_value_additional_traffic 0.000 0.000** 0.323 .0@O**
Payment_method -0.002 0.000** -0.753 0.000**
Equipment_renting 0.000 0.681 -0.002 0.982
Flat_plan_ADSL_1 0.000 0.036* -0.002 0.973
Beja 0.001 0.194 0.526 0.292
Braga 0.000 0.241 -0.158 0.140
Castelo Branco 0.000 0.747 0.179 0.662
Coimbra 0.000 0.201 0.069 0.599
Evora 0.001 0.460 0.020 0.960
Faro 0.001 0.024* 0.287 0.023*
Guarda 0.001 0.469 0.024 0.953
Leiria 0.001 0.044* 0.050 0.752
Lisboa 0.001 0.013* 0.199 0.009**
Portalegre 0.000 0.594 0.213 0.443
Porto 0.000 0.965 -0.221 0.004**
Santarém 0.001 0.008** 0.248 0.101
Setubal 0.000 0.118 -0.035 0.704
Viana do Castelo 0.000 0.913 -0.033 0.855
Vila Real -0.001 0.362 -0.512 0.006**
Viseu -0.001 0.399 -0.224 0.380
Gender 0.000 0.007** 0.121 0.001**

** significant at the 1% level; * significamtt the 5% level

4.4.3.5. Comparing the fitting of PH and non-PH models

PH (exponential and Weibull) and AFT models (lognat and log-logistic) were

compared on the basis of AIC and BIC. The resultspaesented in Table 19. The model
that best fit the data is the log-logistic, becatilse model produces the lowest value of
AIC. Consequently, it can be concluded that tha éaprobably not PH as an AFT model

has the best goodness of fit.
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Table 19 — AIC and BIC of the PH and AFT models oADSL contracts

Exponential Weibull Lognormal  Log-logistic
AIC 39 636.74 35 407.14 37 369.84 34 262.08
BIC 39 748.03 35536.98 37 564.6 34 382.65
df 12 14 21 13

4.4.3.6. Conclusion about the PH assumption

A summary of the PH assumption tests presentedeaisoshown on Table 20. As shown,
it can be concluded that the PH assumption failnmost all variables, at most in one type

of test. It should be emphasised that the conatuaimut the PH for the covariates differs
across tests.
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Table 20 — Summary of the PH assumption tests of A& contracts

Piecewise
regressions
Statistical tests
Graphical
(Schoenfeld
residuals)
Graphical
approach
(other)®
Interaction of
TICand t
Interaction of
x| TIC and In(_t)

x

N_total_dunning
Mean_overall_revenues
Current_debts X
Mean_internet_traffic
Mean_value_additional_traffic X
Payment_method X
X
X

X x X X 00X

< x X X

Equipment_renting
Flat plan_ ADSL 1
Beja X *
Braga X X *
Castelo Branco

Coimbra X *
Evora *
Faro X *
Guarda *
Leiria X X * X

Lisboa X * X X
Portalegre
Porto X * X
Santarém X X * X

Setlbal X *
Viana do Castelo X

Vila Real * X
Viseu *

Gender X X

x — PH assumption fails or seems to fail
* — the graphic analysis does not allow any coriolus

4.4.4. Model estimation

The hazard function of the ADSL contracts is estedausing a log-logistic model,
because, as mentioned above, it seems that thi® immodel that best fits the data, as it

produces the lowest AIC.

The presence of unobserved individual heterogeneitgsted by estimating a log-logistic

model with gamma-distributed frailty (unshared). efiédn is statistical evidence of

8 —|n{—ln [é( t)}} againstln(t)
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unobserved individual heterogeneityH{:8=0; p<0.00C), and thus, this effect was

included in the model. The final model is presente@iable 21.

Table 21 - Estimates of the log-logistic model witbamma-distributed unshared frailty of ADSL

contracts

Mean/ Log-logistic (gamma frailty)

proportion B Std. error p-value
N_total_dunning 0.08 -1.511 0.025 0.000**
Mean_overall_revenues 42.93 -0.020 0.001 0.000**
Current_debts 35.55 0.022 0.000 0.000**
Mean_value_additional_traffic 0.26 0.031 0.006 0.000**
Payment_method 0.77 -0.077 0.017 0.000**
Equipment_renting 0.02 -0.178 0.045 0.000**
Flat_plan_ADSL_1 0.13 0.114 0.017 0.000**
Braga 0.05 0.188 0.029 0.000**
Lisboa 0.41 0.176 0.015 0.000*
Porto 0.27 0.096 0.016 0.000*
Constant 8.054 0.029 0.000**
In gamma -0.957 0.012 0.000*
In theta -0.971 0.120 0.000**
gamma 0.384 0.004
theta 0.379 0.045

** significant at the 1% level; * significant ahé¢ 5% level

The results of the present study indicate that iteegpe traffic on the internet (that
measures the internet usage) is not a significavéraate, the value that customers spend
on additional traffic is. This suggests that custosnwith different levels of internet usage
do not have different probabilities of churn, bustomers with more additional usage have
longer relationships with the service provider. Brer, as seems to happen to the fixed-

telephone contracts, ADSL contracts with flat plaase a lower risk of churn than those

without flat plans.

As regards to the remaining significant covariabésthe model, they have a similar
influence on the cancellation of ADSL contracts \asified for the fixed-telephone
contracts. To the best of our knowledge, Madderal. (1999) is the unique published
study about customer churn on the ISP industry theg also found that the monthly
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spending of customers with the service provideranpssitive effect on the duration of the

relationship.

Lastly, the results seem to contradict a commonmption made by several researchers
on the CLV computation that the customer retentade is constant over time and across
customers, as the hazard function of ADSL contrect®ither constant over time (because
the exponential model is the only one for which tia&ard function is constant and this

model does not definitely adequately fits the daia) across customers (because the PH

assumption is not satisfied).

Figures 19 and 20 show the hazard and survivalesyrkespectively. The hazard curve
indicates the existence of positive duration depand because the probability that a
customer cancels an ADSL contract with the seryigavider increases as the contract

lifetime increases.

Figure 19 — Hazard curve of ADSL contracts
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Figure 20 — Survival curve of ADSL contracts
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4.4.5. |dentification of outliers

Figure 21 shows the deviance residuals againsiuhaval time, which allows to identify
the outlier observations. The graph shows thaptbportion of outlier observations is low

(0.71%) and the majority of them are concentratethe lowest survival times.

Figure 21 — Deviance residuals of the model of ADStontracts
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4.4.6. Analysis of the goodness-of-fit of the model

The Nelson-Aalen cumulative hazard estimator fok-Saell residuals indicates that the
model adequately fits the data, because the linth@fNelson-Aalen cumulative hazard

estimator for Cox-Snell residuals shows a slopappiroximately 1 (see Figure 22).

Table 22 presents a summary of some measures dhgss of fit, like the log-likelihood
of the null model and the final model, the AIC, ahd BIC.

Figure 22 - Cumulative hazard of Cox-Snell residua of the model of ADSL contracts

Cox-Snell residual

Cox-Snell residual

Nelson-Aalen cumulative hazard

Table 22 - Some statistics to measure the goodnesdfit of the model of ADSL contracts

Log-logistic
(gamma frailty)
Log-likelihood (null) -21 972.42
Log-likelihood (model) -17 118.04
df 13
AlC 34 262.08
BIC 34 382.65
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4.5. Analysis of the impact of customer satisfaction opartial customer churn
(fixed-telephone contracts)

Customer satisfaction has been declared as a deterof customer retention. In fact,
many researchers have argued that satisfied custostey loyal to the product/service
provider. As such, in this part of the study, ouimobjective is to examine the effect of
the overall customer satisfaction on the canceltaif the contracts with the service
provider. This empirical analysis is based on aoam sample of about 700 residential
customers who completed a questionnaire about mestsatisfaction. The hazard model
was estimated with the variable customer satisiacéind all the variables mentioned in
section 4.3.1, except the (iFlat_plan_teleph_1 (ii) Flat_plan_teleph_2 (iii)

Flat_plan_teleph_3(iv) Equipment_renting(v) Flat_plan_ADSL_J1 and (vi) Province

These discrete covariates were not included bectgesehave categories with only few
observations. Customer satisfaction is measuredLikert scale (1 — very dissatisfied; 10

— very satisfied).

4.5.1. Analysis of the functional form of covariates

From the analysis of the plots of the smoothed imgate residuals against each
continuous covariate, it can be concluded that tlhatinuous covariates have an

approximately linear behaviour, as can be seempeAdix H.

4.5.2. Testing the PH assumption

As shown for the models presented above, the PHnmgsfon is analysed by using
piecewise regression, statistical tests and graphpproaches, tests for the coefficients for
the interaction of time-invariant covariates antulaction of time, and lastly, comparing

the fitting of PH and non-PH models.
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45.2.1.

Piecewise regression

The database was divided into two groups. Once b first group includes the

contracts whose lifetime is up to the median lifetiand the second group includes the

remaining contracts. The median lifetime of theefixXelephone contracts included in this

sample is 843 days. The models are presented ie 28b

Table 23 — Estimates of the piecewise models ofdtktelephone contracts (with satisfaction)

Group 1 Group 2

B p-value B p-value
N_total_dunning 8.165 0.000** 6.079 0.024*
Mean_overall_revenues -0.022 0.735 0.039 0.437
Current_debts -0.142 0.000** -0.118 0.000**
Mean_int_out value -0.230 0.394 0.020 0.909
Mean_int_in_duration 0.003 0.523 -0.005 0.810
Mean_loc_out_value -0.256 0.695 0.000 0.999
Mean_loc_in_duration -0.008 0.015* -0.001 0.724
Mean_nat_out_value -1.116 0.432 -1.431 0.346
Mean_nat_in_duration 0.004 0.139 0.010 0.034*
Mean_mobile_value 0.288 0.174 0.087 0.597
Mean_other_value 0.632 0.046* 0.421 0.047*
Mean_other_duration 0.036 0.093 -0.057 0.226
Mean_quantity calls_out -0.041 0.531 -0.040 0.462
Portability -6.984 0.007** 1.606 0.062
Payment_method -2.975 0.002** -1.035 0.298
Gender -2.782 0.000** -0.212 0.759
Satisfaction 0.016 0.937 -0.105 0.462

** significant at the 1% level; * significamt the 5% level

From the analysis of Table 23, it can be concluthed the significant covariates differ

the PH assumption is not satisfied.

of them are not consistent across the two groups.

across groups and only three covariates are signifin both models and two coefficients

As such, it can be said that there is empiricallence that the effect of some covariates on
the cancellation of telephone-fixed contracts is cunstant over time, which means that

153



45.2.2. Statistical tests based on residuals

Table 24 present the results of the Rao efficientestest of Therneau and Grambsch and
(1994) and the Grambsch and Therneau (1994) testhto PH assumption, for each
covariate and for the global model, respectively.

Table 24 — Statistical tests of the PH assumptiorf éixed-telephone contracts (with satisfaction)

Rho Chi2 Df p-value
N_total_dunning 0.131 0.39 1 0.535
Mean_overall_revenues -0.042 0.04 1 0.846
Current_debts -0.084 0.14 1 0.710
Mean_int_out_value 0.207 1.44 1 0.231
Mean_int_in_duration -0.050 0.10 1 0.751
Mean_loc_out_value 0.184 1.77 1 0.183
Mean_loc_in_duration 0.286 2.01 1 0.157
Mean_nat_out_value 0.070 0.20 1 0.658
Mean_nat_in_duration 0.287 2.08 1 0.150
Mean_mobile_value -0.013 0.00 1 0.949
Mean_other_value 0.100 0.32 1 0.571
Mean_other_duration -0.203 1.27 1 0.261
Mean_quantity calls_out -0.199 1.18 1 0.278
Portability 0.354 5.52 1 0.019*
Payment_method 0.110 0.51 1 0.476
Gender 0.203 1.50 1 0.221
Satisfaction -0.123 0.33 1 0.563
Global test 18.96 17 0.331

** significant at the 1% level; * significamt the 5% level

These statistical tests provide evidence that thegsumption does not hold for only one
covariate. Moreover, according to Grambsch and ridaar (1994) test, there is empirical
evidence that the global model is PH.
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4.5.2.3. Graphical approaches based on residuals

The graphs of the Schoenfeld residuals (see Apgehdprovides evidence that the
following covariates may not satisfy the PH assuompt Mean_int_out value,
Mean_loc_out_value, Mean_loc_in_duration, Mean_imatduration,

Mean_other_duration, Portability, Payment_methodn@er,andSatisfaction

According to the analysis of the graphs of t-He{—In[é(t)]} againstln(t) (Appendix J),

it seems that the PH assumption fails for the datesPortability andPayment_methqd
but not forGender

4.5.2.4. Testing the coefficients of the interaction of timenvariant
covariates and the functions of timet and In(t)

Table 25 shows the results of a Cox model withtladl covariates in study and their

interactions with the functions of tinteand In (t) (only the interactions are shown in this

table). Only one interaction with the function aihé t, and two interactions with the

function of timeln(t) are statistically significant, which indicatesttliae PH assumption

seems to hold for all covariates excBfgan_loc_out_valuandPortability.
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Table 25 - Estimates of the model with interactiomf time-invariant covariates and the functions of
time t and In (t) of fixed-telephone contracts (with satisfaction)

Function _t Function In (_t)
B p-value B p-value
N_total_dunning 1.003 0.498 1.619 0.512
Mean_overall _revenues 1.000 0.752 -0.056 0.578
Current_debts 1.000 0.607 -0.012 0.777
Mean_int_out value 1.000 0.431 0.387 0.387
Mean_int_in_duration 1.000 0.651 -0.007 0.586
Mean_loc_out_value 1.002 0.138 2.327 0.050*
Mean_loc_in_duration 1.000 0.123 0.009 0.091
Mean_nat_out_value 1.003 0.539 2.993 0.431
Mean_nat_in_duration 1.000 0.263 0.008 0.238
Mean_mobile_value 1.000 0.660 0.221 0.476
Mean_other_value 1.000 0.562 0.400 0.394
Mean_other_duration 1.000 0.330 -0.026 0.474
Mean_quantity calls_out 1.000 0.276 -0.172 0.122
Portability 1.016 0.004** 12.811 0.008**
Payment_method 1.002 0.328 1.629 0.313
Gender 1.003 0.133 1.609 0.184
Satisfaction 1.000 0.758 -0.123 0.699

** significant at the 1% level; * significamt the 5% level

4.5.2.5. Comparing the fitting of PH and non-PH models

Table 26 presents a comparison of the PH and AFRdetsdased on the AIC and BIC. The
model that best fit the data is the log-logistiecéuse this model has the lowest value of
AIC. As such, this AFT model outperforms the PH rlsd

Table 26 — AIC and BIC of the PH and AFT models ofixed-telephone contracts (with satisfaction)

Exponential Weibull Lognormal  Log-logistic
AIC 205.61 167.03 170.73 163.54
BIC 233.12 199.12 198.24 200.22
df 6 7 6 8
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4.5.2.6. Conclusion about the PH assumption

Table 27 presents a summary of the results of thegsumption tests computed above.
From its analysis, it can be concluded that theaBsumption seems to hold for almost all

variables.

Table 27 — Summary of the PH assumption tests ok&d-telephone contracts (with satisfaction)

2 - NP
) i) o ° o _J
o S — —_ O ~ —_— c "'l c <
2 & 853 f%.. $z §T
8 3 3 522 §2% ¢ S T
o O < TG p g2 L0 20
ago 73 0LY G6FE EF EF
N_total _dunning X
Mean_overall _revenues
Current_debts
Mean_int_out value X
Mean_int_in_duration
Mean_loc_out_value X X
Mean_loc_in_duration X X
Mean_nat_out_value
Mean_nat_in_duration X X
Mean_mobile_value
Mean_other_value X
Mean_other_duration X
Mean_quantity calls_out
Portability X X X X X X
Payment_method X X X
Gender X X
Satisfaction X

x — PH assumption fails or seems to fail

4.5.3. Model estimation

A log-logistic model with gamma-distributed frailfyynshared) was estimated. There is

statistical evidence of unobserved individual hegeneity (H,:8=0; p<0.034), and

thus, this effect was included in the model. Tinalfimodel is presented in Table 28.

9 —|n{—ln [é( t)}} againstln(t)
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Table 28 - Estimates of the log-logistic model withamma-distributed unshared frailty of fixed-
telephone contracts (with satisfaction)

Mean/ Log-logistic (gamma frailty)

proportion B Std. error p-value
N_total_dunning 0.06 -1.563 0.265 0.000**
Current_debts 35.54 0.029 0.005 0.000**
Mean_other_value 0.91 -0.123 0.042 0.003**
Portability 0.15 0.419 0.166 0.011*
Gender 0.71 0.432 0.127 0.001**
Constant 6.826 0.160 0.000**
In gamma -1.485 0.183 0.000**
In theta 0.680 0.681 0.318
gamma 0.226 0.042
theta 1.974 1.345

** significant at the 1% level; * significant ahé¢ 5% level

As can be seen in Table 28, customer satisfacgomot a significant covariate, which
suggests that customer satisfaction in this conserbt a reason for contract cancellation.
A possible explanation of this finding is that evough the customer is not satisfied,
he/she may do not switch to other operator duenéstia or habit. This contradicts the
majority of the literature about satisfactiang, Bolton, 1998; Eshghet al, 2007). Kim
and Yoon (2004) found that whereas some types wtéfaetion positively affect the
survival time, others do not have any influencethiea mobile phone industry. Van den
Poel and Lariviere (2004) show that some studiss alid not find any influence of

satisfaction on survival time.

4.5.4. |dentification of outliers

The graph of the deviance residuals against suririima shows that very few observations

are outliers (Figure 23).
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Figure 23 — Deviance residuals of the model of fidetelephone contracts (with satisfaction)
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4.5.5. Analysis of the goodness-of-fit of the model

The plot of the Nelson-Aalen cumulative hazardneator for Cox-Snell residuals shows
only some deviations from the reference line of 4Hd mainly at the end of the
cumulative hazard function (Figure 24). As explditgy Cleveset al. (2004), this type of

deviations may be expected, and, thus, it seemishtbanodel adequately fits the data.

A summary of some measures of goodness of fit @gepted in Table 29.

Figure 24 - Cumulative hazard of Cox-Snell residua of the model of fixed-telephone contracts (with
satisfaction)
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Table 29 - Some statistics to measure the goodneddit of the model of fixed-telephone contracts (ith

satisfaction)
Log-logistic
Log-likelihood (null) -115.58
Log-likelihood (model) -73.77
df 8
AlC 163.54
BIC 200.22

4.6. Analysis of the impact of customer satisfaction opartial customer churn
(ADSL contracts)

4.6.1. Analysis of the functional form of covariates

The analysis of the plots of the smoothed martmgakiduals against each continuous
covariate allows to conclude that the continuougadates have approximately a linear

behaviour, as can be seen in Appendix K.

4.6.2. Testing the PH assumption

Once more, the PH assumption is analysed by useugpise regressions, statistical tests
and graphical approaches, tests for the coeffisiémt the interaction of time-invariant
covariates and a function of time, and lastly, carmp the fitting of PH and non-PH

models.

4.6.2.1. Piecewise regression

The database was divided into two groups. Agaie,fifst group includes the contracts

whose lifetime last up to the median lifetime (usil’e) and the second group includes the
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remaining contracts. The median lifetime of the\Dcontracts included in this sample is
843 days. Table 30 shows the results of the mo#ebsn its analysis, it can be concluded
that the significant covariates differ across gmoupurthermore, only two covariates are
significant in both models and one of them preseoisfficients that are not consistent
across the two groups. Thus, it seems that thetaeffesome covariates on the cancellation

of ADSL contracts is not constant over time.

Table 30 — Estimates of the piecewise models of ADSontracts (with satisfaction)

Group 1 Group 2

B p-value B p-value
N_total_dunning 6.212 0.000** 5.498 0.002**
Mean_overall _revenues -0.013 0.573 0.035 0.150
Current_debts -0.121 0.000** -0.100 0.000**
Mean_internet_traffic 0.000 0.148 0.000 0.631
Mean_value_additional_traffic 0.862 0.007** 0.125 .647
Payment_method -1.316 0.058 -0.723 0.443
Gender -1.417 0.010** -0.574 0.350
Satisfaction -0.050 0.715 -0.092 0.477

** significant at the 1% level; * significamt the 5% level

4.6.2.2. Statistical tests based on residuals

Table 31 presents the results of the Rao effigeate test of Therneau and Grambsch and
(1994) and the Grambsch and Therneau (1994) testhto PH assumption, for each
covariate and for the global model, respectivelgeSe statistical tests provide evidence
that the PH assumption holds for all covariatesrdduer, according to Grambsch and

Therneau (1994) test, there is empirical evidehaethe global model is PH.
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Table 31 — Statistical tests of the PH assumptiorf ADSL contracts (with satisfaction)

Rho Chi2 Df p-value
N_total_dunning 0.061 0.09 1 0.759
Mean_overall _revenues 0.005 0.00 1 0.987
Current_debts -0.008 0.00 1 0.968
Mean_internet_traffic 0.018 0.01 1 0.929
Mean_value_additional_traffic -0.088 0.19 1 0.664
Payment_method 0.165 0.99 1 0.319
Gender 0.180 1.24 1 0.266
Satisfaction -0.170 0.72 1 0.396
Global test 4.09 8 0.849

** significant at the 1% level; * significamt the 5% level

4.6.2.3. Graphical approaches based on residuals

The analysis of the graphs of the Schoenfeld redsdisee Appendix L) seems to indicate

that the covariate®ayment_methqgdGender and Satisfactionmay not satisfy the PH
assumption. According to the analysis of the grapfrﬁe—ln{—ln[é(t)]} againstln(t)

(Appendix M), it seems that the PH assumption orfdyls for the covariate

Payment_method

4.6.2.4. Testing the coefficients of the interaction of timenvariant
covariates and the functions of timet and In(t)

The results of a Cox model including all the coatas in study and their interactions with
the functions of time and In(t) are presented in Table 32 (only the interactiores a

shown in this table). None interaction is statatic significant, which indicates that the

PH assumption may hold for all covariates.
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Table 32 - Estimates of the model with interactiomf time-invariant covariates and the functions of
time t and In (t) of ADSL contracts (with satisfaction)

Function _t Function In (_t)
B p-value B p-value

N_total_dunning 1.002 0.546 1.311 0.560
Mean_overall _revenues 1.000 0.924 -0.009 0.770
Current_debts 1.000 0.906 -0.005 0.891
Mean_internet_traffic 1.000 0.945 0.000 0.795
Mean_value_additional_traffic 1.000 0.622 -0.243 596.
Payment_method 1.002 0.379 0.871 0.525
Gender 1.002 0.291 0.882 0.378
Satisfaction 1.000 0.445 -0.223 0.365

** significant at the 1% level; * signifant at the 5% level

4.6.2.5. Comparing the fitting of PH and non-PH models

Based on the AIC computed for PH and AFT modelseé@ms that the model that best fits
the data is the log-logistic, because this modsltha lowest value of AIC (see Table 33).

Thus, there is empirical evidence that the modebisPH.

Table 33 — AIC and BIC of the PH and AFT models oADSL contracts (with satisfaction)

Exponential Weibull Lognormal  Log-logistic
AIC 205.58 164.74 168.70 161.51
BIC 233.09 192.25 200.79 202.78
df 4 6 5 6

4.6.2.6. Conclusion about the PH assumption

Table 34 presents a summary of the PH assumptst& saown above. From its analysis, it

can be concluded that the PH assumption holdsnostlall variables.
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Table 34 — Summary of the PH assumption tests of A& contracts (with satisfaction)

Piecewise
regressions
Statistical tests
Graphical
(Schoenfeld
residuals)
Graphical
approach
(other)*
Interaction of
TICand t
Interaction of
TIC and In(_t)

N_total_dunning

Mean_overall_revenues

Current_debts

Mean_internet_traffic

Mean_value_additional_traffic X

Payment_method X X
Gender X X
Satisfaction X

x — PH assumption fails or seems to fail

4.6.3. Model estimation

As mentioned above, it seems that the model thst fits the data is the log-logistic,

because it has the lowest AIC.

In order to test for the presence of unobservedvithgal heterogeneity, a log-logistic
model with gamma-distributed frailty (unshared) westimated. There is statistical
evidence that the covariates included in the maodelectly explain the behaviour of the
sample and the unobserved individual heterogeneity not presented

(H,:8=0; p=0.018). The final model is presented in the Table 35.

Customer satisfaction is not a significant covariatvhich suggests that customer
satisfaction in this context is not a reason fontcact cancellation, as explained for the

fixed-telephone contracts.

10 —In{—ln [é( t)}} againstm(t)
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Table 35 - Estimates of the log-logistic model witbamma-distributed unshared frailty of ADSL
contracts (with satisfaction)

Mean/ Log-logistic (gamma frailty)

proportion B Std. error p-value
N_total_dunning 0.06 -1.431 0.288 0.000**
Current_debts 35.54 0.025 0.005 0.000**
Gender 0.71 0.282 0.123 0.022*
Constant 7.102 0.103 0.000**
In gamma -1.540 0.191 0.000**
In theta 0.847 0.606 0.162
gamma 0.214 0.041
theta 2.332 1.412

** significant at the 1% level; * significant ahé¢ 5% level

4.6.4. |dentification of outliers

Figure 25 shows the deviance residuals againsivalitime. The graph shows that very

few observations are outliers.

Figure 25 — Deviance residuals of the model of ADStontracts (with satisfaction)

2
I

deviance residual

0
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4.6.5. Analysis of the goodness-of-fit of the model

The plot of the Nelson-Aalen cumulative hazardneator for Cox-Snell residuals shows
only some deviations from the reference line of 4Hd mainly at the end of the
cumulative hazard function (Figure 26). As expldifgy Cleveset al. (2004), this type of

deviations may be expected, and, thus, it seemishtbanodel adequately fits the data.

Table 36 presents a summary of some measures dhgsee of fit, like the log-likelihood
of the null model and the final model, the AIC, ahe& BIC. As mentioned above, this

model produces the lowest AIC among all testedidigions.

Figure 26 - Cumulative hazard of Cox-Snell residua of the model of ADSL contracts (with
satisfaction)

T T T T T T
0 2 4 .6 .8 1
Cox-Snell residual

Nelson-Aalen cumulative hazard Cox-Snell residual

Table 36 - Some statistics to measure the goodnesdfit of the model of ADSL contracts (with

satisfaction)
Log-logistic
Log-likelihood (null) -115.47
Log-likelihood (model) -71.76
df 6
AlC 161.51
BIC 202.78
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4.7.Summary of the chapter

In this chapter, the hazard function of the fixetephone and ADSL contracts of
customers from a Portuguese fixed telecommunicatiirm were estimated. The
functional form of covariates was examined by thalgsis of the plot of the smoothed
curve of the martingale residuals from a null maaigdinst the values of each continuous
covariate. The PH assumption is verified by usirec@wise regressions, statistical tests
and graphical approaches, tests for the coeffisiémt the interaction of time-invariant
covariates and a function of time, and lastly, carmy the fitting of PH and non-PH
models. Outlier observations were identified by #&malysis of the plots of the deviance
residuals against the survival time. Lastly, thedjeess of fit of the models was examined

by the analysis of the plot of the cumulative hdzafrCox-Snell residuals.

The influence of customer satisfaction on the hdZanction of the fixed-telephone and

ADSL contracts was also tested in this chapter.
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5. CONCLUSIONS

This study sheds new light on the crucial issughef determinants of partial customer
churn in the fixed telecommunications industry ortBgal, as well as on the behaviour of
the probability of partial customer churn over tirmad across individuals, in fixed-
telephone and ADSL contracts. Considering thatsitciucial to prevent the churn of
potentially profitable contracts of customers iderto ensure the financial performance of
the firms, the results of this study may be verlpable mainly when complemented with

an analysis of the CLV for each individual.

Our results demonstrate that customers with handage of the fixed-telephone service
have a longer relationship with the service pronide regards to the ADSL contracts, the
results provide evidence that the probability afirthdoes not vary with the internet usage,
but customers with more additional usage than tlvoséracted have longer relationships
with the service provider. Moreover, it seems thath types of contracts with flat plans

have a lower risk of churn than those without fidns. The results of this study also
indicate that customers with greater average mprgpénding with the service provider

have shorter contract lifetimes of both types. Mwoge¥, it seems that the total number of
overdue bills (since ever) negatively affect thevaual time of both kind of contracts in

study. It also seems that the survival time of ditelephone contracts of customers that
required portability is larger than the one that kot require portability. Contracts paid by
direct debit also last longer than contracts paydother methods. Furthermore, the
contracts of those customers who buy the necesspripment last longer than those of
customers who rent the equipment. The results efntlodel appear to indicate that the

probability of churn varies across some provinces.
The results also suggest that the customer retendit® is neither constant over time nor
across customers, for fixed-telephone and ADSL rectd. As such, positive duration

dependence is presented in the hazard functiontbftgpes of contracts.

Contrary to our expectations, it seems that satisfa does not influence the cancellation

of both types of contracts.
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Lastly, it seems that unobserved heterogeneityamasnportant effect in modelling the
hazard function of both types of contracts.

These results have a number of managerial impbieati Firstly, firms cannot make
decisions about customer management based on énagavchurn rates. Secondly, firms
must frequently estimate the probability of custoroleurn because this market is very
dynamic. Furthermore, it appears that firms shoatthcentrate less on customer
satisfaction because it does not seem to be anriamaeason of customer churn, and
instead focus on pricing strategy as customers apfe be sensitive to the monthly
average of bills.

This study has two main limitations. Firstly, thenee many other variables that might be
important to be included in the models for estimgtthe hazard functions of the fixed-
telephone and ADSL contracts (for instance, thesststion period of each contract,
promotions, acquisition cost, contact details tal d&rom the customer, complaints,
customer satisfaction, other demographic data asdmge, education, number of people in
the household, etc). Secondly, data about usageemedues are a static mean of a given
period. The use of TVC about usage and revenuethéoduration of the relationship with

the customers might improve the results.

Further research should be done in order to imptoge&nowledge about customer churn.
For instance, it would be very interesting thamnBrwill store information about the reason
for the cancellation of each contract, in ordemtiplement competing risks models. Some
researchers argue that different causes of fa#uist, competing risks models produce
more accurate results than two-state models. Mere@ comparison of the behaviour of
partial churn of residential and business customa@tsmprove the state of the art in this

issue. Lastly, the results of the customer chumlccde included in an accurate CLV

prediction in order that managers can make de@diased on rigorous models.
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Appendix A — Notations of the Section 2.5

A — Acquisition cost per customer

A — Average acquisition cost per customer

A — Variable cost of acquisition the customer

A — fixed cost of acquisition the customer

a — Acquisition rate, given a specific level of acquisition costs A
a' — Probability the firm convinces a prospect to become a customer
B(t) — Potential benefit from the customer at period t

C — Annual costs

C' — Costs per period

C, — Cost of sales per transaction j in period t

C, — Total cost of generating the revenue R, in period t

C, — Costs from the total of customers in period t

C t — Direct cost of servicing the customer at time t

Ct — Cost of sales in period t

C, — Unit cost of goods sold to the customer in year t

C, — Variable cost per unit sold to the customer in year t

C, — Fixed cost associated with the customer in year t

c — Promotion costs per customer per year

c' — Retention cost per customer per year

c" — Mailing costs

c'" — Average marketing costs per customer

Ckt — Variable marketing cost, k, in period t

Cm.t — Unit marketing cost for the customer in channel m in year t
C, — Promotion costs per customer per sales cycle

C, — Retention costs per customer in period t

C, — Retention spending between t and t+1 (present value at time t)
c, — Mailing cost in month t for the customer

ct — Termination costs for the relationship with the customer

C, — Variable costs of loyalty programs for the customer in year t
c, — Fixed costs of loyalty programs for the customer in year t
CFY — Vector of customer cash flows in any future period

CLV' — Column vector of expected present value over T periods
CLV.. — Value of a customer with recency 1’

CM s  —Average contribution margin of base transaction

CM, — Average contribution margin in month t

CM,, — Average contribution margin of upgrading transactions

CM — Contribution margin of the customer in transaction y

y
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CoopV, — Cooperation value of the customer in period t

CP, — Customer potential = f (predicted sales volume, predicted profit, ...)

CQ, — Customer quality = f (sales per period, profit contributions, number of different
products, ...)

CS, — Customer share = f(SQ,,SP)

D — Discount factor (the inverse of one plus the discount rate)

D(t) — Discount function

d — Defection rate

f — Predicted purchase frequency for the customer

g — Growth rate

GC — Yearly gross contribution margin per customer

GC' — Average gross contribution

GC, — Gross contribution margin per customer per sales cycle

GC, — Gross contribution of the customer in month t

GC, — Gross contributions from reference activities of the customer in period t

I — ldentity matrix
i — Discount rate of the period

InfoV,  — Information value of the customer in period t

InnoV, - Innovation value of the customer in period t

m — Margin or profit from a customer per period

m' — Margin from a customer per year

m" — Average gross margin per period

m'"' — Margin per transaction

Myt — Margin of the direct transactions of the customer in period t

m, — Margin or contribution of each customer in period t

Myom — Margin generated by referral behaviour of the customer in period t
m, — Margin at time 0, or the minimum margin

m, — Margin at infinite time period, or the maximum possible margin

n — Number of transactions per year

n" — Number of years between two consecutive sales

n' — Number of marketing actions per year

Ny — Number of customers acquired in base year 0

n, — Initial customer base at the time of the determination of CLV

n, — Number of customers in the k™ cohort

N t — Number of contacts to the customer in channel m in year t

Ny — Number of transactions generated by a customer of recency r’ in period k

Nt — Number of base (i.e., non-upgrade) transactions made by the customer in period t

n' — Number of “upgrade” transactions by the customer in period t

n', — Number of units purchased by the customer in year t

n, — Number of hours that the salesperson spends attempting to acquire the customer
in year t

Ne_j — Number of customers in period t-j
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P, — Response probability of a segment of recency |

P — Probability of purchase for the current year u

0y — Cumulated probability for a customer to be eliminated (purged) after k periods
R — Annual revenues

R' — Revenues per period

R, — Revenue per transaction j in period t

R, — Revenue from the customer in period t

R, — Revenue from the total of customers in period t

R, — Revenue per unit charged to the customer in year t

RA — Autonomous revenue of the customer in period t

RS — Cross selling revenue of the customer in period t

R”® — Up selling revenue of the customer in period t

r — Yearly retention rate

r — Recency

r — Recency limit beyond which a customer is ticked off the database
re — Retention probability as a function of the retention budget

r — Probability of customer retention in period j

r, — Probability of customer retention in period t

I, — Retention rate per sales cycle

r — Retention at time 0 or the minimum retention

r, — Retention at infinite time period or the maximum possible retention
S — Transition matrix

S — Rate of change of margin from the minimum to maximum

s' — Rate of change of retention from the minimum to maximum

S(t) — Survival probability at time t (survival function)

t — Time period

T — Time horizon for estimating CLV

T — Total service period of the customer

T" — Expected service period of the customer

T — Period over which the customer is assumed to remain active

u —Yearu

v(t) — Expected customer value at time t

v'(t) — Expected value generated by the customer at time t

W — Aggregated weighting for the discounted margins generated by customer the

customer as a result of his lead user, reference and option value potential

W, — Hourly wage for a salesperson calling on the customer in year t
A — Length of the average repurchase cycle

z.(t) - Future profit contribution of the customer at period t

m,(t) - Pastprofit contribution of the customer at period t

7z(u) — Profit per customer in year u
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Appendix B — Analysis of the functional form of covariates (fixed-telephone)
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Lowess smoother

Lowess smoother
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Appendix C — Graphs of Schoenfeld residuals (fixed-telephone)
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Test of PH Assumption
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Test of PH Assumption
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Appendix D — Graphs of —In {—In[é(t)]

[ ——

against In(t) (fixed-telephone)
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Appendix E - Analysis of the functional form of covariates (ADSL)

Lowess smoother

Lowess smoother
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Appendix F - Graphs of Schoenfeld residuals (ADSL)
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Test of PH Assumption
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Appendix G - Graphs of —In{—ln [S(t)]} against In(t) (ADSL)

10

10

10

4
In(analysis time)

—=—— payment_method = 0

—=&—— payment_method = 1

4
In(analysis time)

—&—— equipment_renting = 0

—&—— equipment_renting = 1

4
In(analysis time)

—o— flat_plan_adsl_1=0

—o— flat_plan_adsl_1=1

10

2 4 6 8

0

10

T T T T T
0 2 4 6 8
In(analysis time)
—— province = 1/province = 17 ——&—— province = 2/province = 18
—®— province = 3 —®—— province =5
——®—— province = 6 —@— province =7
——e—— province = 8 province = 9
—— province = 10 —=@—— province = 11
—&— province = 12 —®—— province = 13
province = 14 province = 15
province = 16
© 4
© 4
< 4
o~ 4
o4
T T T
2 4 6
In(analysis time)

—— gender=0 —&— gender=1




208



Appendix H - Analysis of the functional form of covariates (fixed-telephone) (with

satisfaction level)
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Lowess smoother
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Appendix J — Graphs of —In{—ln[é(t)]} against In(t) (fixed-telephone) (with

satisfaction level)
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Appendix K - Analysis of the functional form of covariates (ADSL) (with satisfaction

level)
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Appendix L — Graphs of Schoenfeld residuals (ADSL) (with satisfaction level)

.15

.05

-.05

15

10

Test of PH Assumption

Test of PH Assumption

o — -
L T T T T T T l T T T T T T
200 400 600 800 1000 1200 200 400 600 800 1000 1200
Time e
bandwidth = .8 bandwidth = .8
Test of PH Assumption Test of PH Assumption
1 @
] N
N—/ o
o == S
- (}l -
200 400 600 800 1000 1200 200 400 600 800 1000 1200
Time Uil
bandwidth = .8 bandwidth = .8
Test of PH Assumption Test of PH Assumption
md
o -
’—/\——/\—
7 -  — —~— o~ o~ 7
u') |
o
g |
200 400 600 800 1000 1200 200 400 600 800 1000 1200
Time e
bandwidth = .8 bandwidth = .8

219



-2

Test of PH Assumption

M

Test of PH Assumption

T T T T T T
200 400 600 800 1000 1200
Time
bandwidth = .8

T
200

bandwidth = .8

T
400

T
600

Tim

T
800
e

T
1000

T
1200

220



Appendix M — Graphs of —In{—ln [§(t)]} against In(t) (ADSL) (with satisfaction level)
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