
 

Repositório ISCTE-IUL
 
Deposited in Repositório ISCTE-IUL:
2025-10-31

 
Deposited version:
Accepted Version

 
Peer-review status of attached file:
Peer-reviewed

 
Citation for published item:
Martins, R. A., Godinho, D., Felício, J. M., Savazzi, M., Costa, J. R., Conceição, R....Fernandes, C. A.
(2024). Best practices for accurate results using numerical solvers for microwave body screening. In
2024 18th European Conference on Antennas and Propagation (EuCAP). Glasgow, United Kingdom:
IEEE.

 
Further information on publisher's website:
10.23919/EuCAP60739.2024.10501344

 
Publisher's copyright statement:
This is the peer reviewed version of the following article: Martins, R. A., Godinho, D., Felício, J. M.,
Savazzi, M., Costa, J. R., Conceição, R....Fernandes, C. A. (2024). Best practices for accurate results
using numerical solvers for microwave body screening. In 2024 18th European Conference on
Antennas and Propagation (EuCAP). Glasgow, United Kingdom: IEEE., which has been published in
final form at https://dx.doi.org/10.23919/EuCAP60739.2024.10501344. This article may be used for
non-commercial purposes in accordance with the Publisher's Terms and Conditions for self-archiving.

Use policy

Creative Commons CC BY 4.0
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-profit purposes provided that:

• a full bibliographic reference is made to the original source

• a link is made to the metadata record in the Repository

• the full-text is not changed in any way

The full-text must not be sold in any format or medium without the formal permission of the copyright holders.

Serviços de Informação e Documentação, Instituto Universitário de Lisboa (ISCTE-IUL)
Av. das Forças Armadas, Edifício II, 1649-026 Lisboa Portugal

Phone: +(351) 217 903 024 | e-mail: administrador.repositorio@iscte-iul.pt
https://repositorio.iscte-iul.pt

https://dx.doi.org/10.23919/EuCAP60739.2024.10501344


Best Practices for Accurate Results using Numerical 

Solvers for Microwave Body Screening 
 

Raquel A. Martins1, Daniela M. Godinho2, João M. Felício1,3, Matteo Savazzi1,2, Jorge R. Costa1,4,  

Raquel C. Conceição2, Carlos A. Fernandes1 
1 Instituto de Telecomunicações, IST, Universidade de Lisboa, Lisboa, Portugal, raquel.martins@lx.it.pt 

2 Instituto de Biofísica e Engenharia Biomédica, Faculdade de Ciências, Universidade de Lisboa, 1749-016-Lisboa, Portugal 
3 Centro de Investigação Naval (CINAV), Escola Naval, Instituto Universitário Militar, Almada, Portugal 

4 ISCTE – Instituto Universitário de Lisboa (ISCTE-IUL), Lisboa, Portugal 

   

 
Abstract—In this paper, we indicate best practices that 

should be observed when using numerical solvers for microwave 
body sensing. We show the impact of not minding these aspects 

in the case of microwave breast scanning, using the Computer 
Simulation Technology software tool. To this end we simulate a 
homogeneous breast with a 5-mm radius spherical tumor placed 

inside. The breast is illuminated by a broadband antenna that 
operates in the 2-6 GHz band. The scattering parameters are 
then processed to reconstruct the reflectivity map of the breast. 

The results highlight that the conclusions drawn from 
simulations may be misleading or meaningless when the solver 
type or positioning of model elements (body and antennas) are 

not carefully applied. This is particularly critical when 
considering more complex scenarios, such as inhomogeneous or 
multilayer body models. 

Index Terms—microwave breast imaging, electromagnetic 

numerical solvers, broadband simulation, time-domain 

simulation, frequency-domain simulation. 

I.  INTRODUCTION 

Over the last decades, Microwave Imaging (MWI) has 

been investigated as an alternative to conventional medical 

imaging modalities for different parts of the body [1]-[4]. The 

appeal of MWI lies in its non-ionizing and non-invasive 

nature, potential cost-effectiveness, and possibility to 

automate the imaging process. 

In microwave (MW) imaging systems, the tissues are 

illuminated by one or several antennas, which transmit signals 

and retrieve the echoes originated by the contrast between the 

dielectric properties of benign and malignant tissues. Then, 

with the collected signals, a MW image can be created, and 

tumor detection can be investigated.  

In a first approach, to evaluate a MW body screening 

system, researchers use numerical models to design/test a 

configuration. There is a variety of 3D electromagnetic 

simulators for developing numerical setups, however 

Computer Simulation Technology (CST) [5] and High-

Frequency Structure Simulator (HFSS) [6] are among the 

most popular. Numerical software for high frequency 

simulations offers a variety of solvers, including time and 

frequency-domains. The first is generally preferred for 

broadband and electrically large simulations, whereas the 

second is mostly used for narrowband and electrically small 

models. Although this rule of thumb generally applies in MW 

device design (e.g. filters, antennas, etc.), there is no 

consensus in the MWI community, especially for biomedical 

applications. Researchers are generally well informed about 

the best settings that are required to obtain meaningful results 

from simulation, within reasonable computation time. 

However, there are specific aspects in the numerical modeling 

of biological tissues, antennas, etc., that may be not so well 

known. 

To fill this gap, in this paper we present best practices that 

should be considered when using numerical solvers for MW 

body screening assessment. We show the impact that a non-

attentive approach may have on target detection. To do so, we 

study the effects of considering inappropriate (i) solver 

domain and (ii) element (antennas and body) positioning.  

This paper is organized as follows: in Sections II and III, 

we describe the numerical setup and the signal processing 

algorithms that we adopted to pursue our investigation; in 

Section IV, we discuss the frequency and time-domain 

solvers; in Section V, we study the influence of the positioning 

of the antenna and breast in the simulations; lastly, in Section 

VI we draw the conclusions. 

II. NUMERICAL SETUP 

To show the impact of misinformed approach to 

numerical assessment of microwave body sensing, we select 

the breast as the body part to analyze in our work. However, 

we emphasize that the conclusions can be extended to other 

body parts, since the challenges and limitations are inherently 

common. Moreover, although we use CST to design our 

simulation framework, the recommendations apply to other 

numerical simulation tools. This section describes the 

antenna and breast models used throughout the paper. 

As depicted in Fig. 1, we assume a monostatic 

configuration, where the antenna scans the breast in the z=0 

plane. The antenna consists of two crossed-exponentially 

tapered slots (XETS) [7] and is impedance-matched across 

the frequency range between 2 and 6 GHz, as proven in Fig. 

2. The input reflection coefficient, s11(𝑓), is logged every 30º 

degrees, in a total of 12 observations points, over a circle of 

80-mm radius. The minimum, average and maximum  



 

Fig. 1. Three-dimensional numerical breast setup from CST composed of 

an antenna, breast and a tumor: (a) xz-plane; (b) xy-plane.  

 

Fig. 2. Input reflection coefficient of the antenna in freespace, s11(𝑓).  

straight-line distance between the antenna and the breast is 32 

mm, 37.8 mm, and 42.5 mm, respectively. 

A three-dimensional breast shape is defined according to 

the ID 062204 model from the University of Wisconsin-

Madison breast MRI-based repository [8]. Here, we consider 

a homogeneous breast, i.e., comprising only fat tissue. We 

did not contemplate skin layer in the model since its absence 

does not affect the results of this work. Also, we placed a 5 

mm-radius spherical target mimicking a tumor inside the fat 

medium at position (25,0,0). The adipose tissue presents a 

dielectric constant of 8 and a loss tangent of 10-1, whereas the 

tumor presents a dielectric constant of 60 and the same loss 

tangent, which are representative of real tissues [9]. Although 

the dielectric properties used are approximations of real ones, 

these do not interfere with the purpose of this study. 

III. SIGNAL PROCESSING 

Our analysis is based on the radar-based imaging results, 

obtained for each test case, or solver under test. This section 

describes the signal processing algorithms used to reconstruct 

the reflectivity map of the breast, namely the artifact removal 

and the wave-migration algorithms. 

Prior to imaging the breast, it is necessary to remove the 

backscattering from the phantom surface. Here, we did so by 

calculating the difference between the reflection coefficients 

computed in the presence and in the absence of the tumor. 

Although it is not feasible in real practice, it allows presenting 

our point without possible masking by the artifact removal 

algorithm. 

We considered an image reconstruction algorithm based 

on wave-migration. This algorithm back-propagates the 

phase of the wave radiated by the antenna and couples into 

the breast [10]. The contributions from all antenna positions, 

𝑎, and frequency points, 𝑓, are summed for each pixel at 

coordinate (x, y), according to the following expression: 

 

𝐼(𝑥, 𝑦) = |∑ ∑ 𝑠11
𝑐𝑎𝑙(𝑓, 𝑎)𝑒2𝑗𝑘0(𝑓)(𝑑𝑏𝑛𝑏+𝑑𝑎𝑖𝑟)

𝑓𝑎

|

2

 (1) 

 

where 𝐼(𝑥, 𝑦) is the intensity of the pixel, 𝑠11
𝑐𝑎𝑙(𝑓, 𝑎) is the 

reflection coefficient obtained after the calibration by the 

artifact removal, 𝑗 is the imaginary unit, 𝑘0(𝑓) = 2𝜋𝑓/𝑐 is the 

wavenumber in vacuum, 𝑑b is the distance travelled by the  

wave inside the breast, 𝑑air is the distance travelled in air (i.e. 

outside the breast), and nb designates the refractive index of 

the breast tissues. 

IV. SOLVER DOMAIN 

The use of an unsuitable solver may affect simulation 

performance. We tested both the time and frequency-domain 

solvers for the topic under study. 

For both time-domain and frequency-domain generated 

data, Fig. 3 reports the resulting s11(𝑓). Fig. 4 shows a 

comparison between breast imaging results using data 

generated with time-domain (Fig. 4 (a)) and frequency-

domain (Fig. 4 (b)) solvers. 

Ideally, if the simulation is configured with an appropriate 

number/size of mesh cells, results from both solvers should 

give very similar results. In both solvers, we adopted the 

default mesh number/size pre-defined by CST. While in time-

domain, CST chooses a hexahedral mesh, in the frequency- 

domain, it chooses a tetrahedral mesh [11]. Hence, comparing 

the number of mesh cells is not meaningful. 

Moreover, in the frequency-domain solver, there is a need 

to choose frequency points that cover the entire band to 

perform several simulations. For this case, we select 30 

equidistant samples in the 2-6 GHz frequency range. 

From Fig. 3, we can observe a slight difference between 

the behavior of the s11(𝑓) curves for both domains. This tells 



  
 

Fig. 3. s11(𝑓) signals of the antenna response when using two different 

domain solvers (time and frequency). 

TABLE I.  SIMULATION TIMES FOR TIME AND FREQUENCY-DOMAIN 

Numerical solver 
Simulation without 

tumor 
Simulation with 

tumor 

Time 46 h, 42 min 47 h, 55 min 

Frequency 56 h, 2 min 68 h, 18 min 

 

 

that the number of mesh cells should have been increased. 

This would aggravate the computation time. TABLE I. shows 

the total evaluation time for simulations using the time and 

frequency-domain solvers with and without tumor using an 

Intel(R) Xeon(R) CPU E5649 @ 2.53 GHz with 64 GB RAM. 

Notice that no other process was running during these 

simulations. 

 Anyway, the results in Fig. 4 suggest that the choice of the 

solver (time or frequency-domain) does not affect the 

resulting images. However, it is worth reporting that, in the 

worst case, the frequency-domain simulation time was 21 

hours higher than the time-domain simulation. This suggests 

the advantage of preferring a time-domain solver due to 

reduced computational costs when no imaging differences are 

observed. 

Another important factor to mind is the choice of solver’s 

convergence criterion. For the time-domain solver in CST, the 

default value is −40 dB, i.e., the solver stops when the 

remaining energy in the calculation decreases by −40 dB 

compared to the maximum energy. This is a critical factor, 

because the s11(𝑓) associated with the tumor response may be 

lower than −60 dB. To assess the impact of decreasing this 

parameter in the application of breast cancer screening, Fig. 5 

shows the s11(𝑓) curves of the response of the tumor, obtained 

for solver accuracy of −40 and −80 dB for antennas closer 

(at 55 mm) and further away (at 105 mm) from the tumor. In 

this case, we considered a tumor with a 3-mm radius. 

 

 

When using −80 dB accuracy, the simulation detects 

signal responses with lower magnitude than when −40 dB is 

used. For this case, both signals seem very similar within the 

working band of the antenna (2-6 GHz). Fig. 6 shows the 

imaging results obtained with the two solver accuracies: 

(a) −40 dB and (b) −80 dB. For this simple breast case, the 

tumor is detected with both settings. For clarity, Fig. 7 shows 

the reconstructed image difference between signals from 

simulations with  −40 dB and  −80 dB accuracy. 

 

 
(a) 

 
(b) 

Fig. 4. Imaging results when using a (a) Time-domain simulation, and a (b) 

Frequency-domain simulation. 

 

Fig. 5. s11(𝑓) signals of only tumor response when setting solver accuracy 

to −40 and −80 dB. Two different angular positions (closer and further 

away from the tumour) are considered. 



It is important to mention that in a more complex scenario, 

with a complete breast (considering fibroglandular tissue), 

where the tumor usually has a smaller intensity response, this 

parameter could have a much higher impact on tumor 

detection. 

V. ROTATION CONSIDERATIONS 

In monostatic MWI, the most practical approach to 

simulating the movement of an antenna around an unknown 

object (e.g., a breast) in CST involves using the “Parameter 

Sweep” feature. 

 
(a) 

 

(b) 

Fig. 6. Imaging results when using a Time-domain simulation with (a) −40 

dB accuracy and (b) −80 dB accuracy. 

 

Fig. 7. Imaging results of the difference between signals from simulations 

with −40 dB and −80 dB accuracy. 

This feature allows the association of a parameter with the 

rotation (or translation) of either the antenna or the breast. By 

using the “Parameter Sweep”, a simulation will run for the 

specified values for that parameter, avoiding the increase of 

number of simulation files and their configuration. In this 

paper, we used “Parameter Sweep” to simulate a monostatic 

scan with 12 different angular positions of the antenna. 

In order to simulate s11(𝑓) acquisitions at different angular 

positions, one might consider rotating the antenna (and the 

source) around the breast, as shown in Fig. 8 (a) and (c). 

However, CST requires the source (discrete port or 

waveguide port) to always be aligned with the Cartesian 

planes defined in the CST model. Hence, rotating the antenna 

may affect the computation of the s-parameters when it 

compromises the alignment of the source with the Cartesian 

planes. For obtaining more reliable results, we recommend 

rotating the phantom (i.e., the breast), instead of the antenna, 

as shown in Fig. 8 (b) and (d). 

To support our claim, we simulated four s11(𝑓) acquisitions 

at two different relative angular positions between the 

antenna and the phantom, achieved by either rotating the 

antenna (+30º and +90º) or rotating the phantom (-30º and -

90º) with respect to the reference position, as depicted in Fig. 

8.  

Fig. 9 illustrates the resulting s11(𝑓) for the four cases. We 

observe that when the antenna is not orthogonal to the planes 

(i.e., after a +30º antenna rotation), the s11(𝑓) differs from the 
s11(𝑓) obtained with the same geometrical configuration after 

a -30º phantom rotation (source aligned to the Cartesian 

planes). Conversely, performing a +90º antenna rotation or a 

-90º phantom rotation produces consistent results, as the 

source is always aligned with the Cartesian planes.  

 

 
                                 (a)                                                  (b) 

 

 

  
                                 (c)                                                  (d) 
 

Fig. 8. Simulating an antenna position by fixing the breast and rotating the 

antenna (a) +30º or (c) +90º, or by fixing the antenna and rotating the breast 

(b) -30º or (d) -90º. 



To understand the impact that rotation has on imaging 

results, the reconstructed image considering all 12 antenna 

positions is shown in Fig. 10. Although the target is still well-

defined, as this is a simple scenario, the magnitude of the 

image decreases by 9.4%, if we consider the rotation of the 

antenna, instead of the opposite rotation of the phantom.  

 
 

Fig. 9. s11(𝑓)  signals of the antenna response when rotating the antenna and 

rotating the phantom for two angular positions. 

  
(a) 

 
(b) 

Fig. 10. Imaging results when (a) rotating the antenna, and (b) rotating the 

phantom. 

VI. CONCLUSION AND FUTURE WORK 

This paper reviews some of the best practices that should 

be considered when using numerical solvers for MW body 

screening problems.  

It focuses on the effects that a misinformed approach may 

have on target detection, when considering two main aspects: 

solver domain and positioning of elements. For 

demonstration, we used a simple representation of a breast and 

tumor to highlight those effects, and explain why some 

practices must be considered, especially in more complex 

body scenarios.  

Although in this paper, we analyzed the effects produced 

in terms of signal response and imaging, it may impact other 

type of analysis not involving image reconstruction, like in the 

generation of datasets for machine learning training. 
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