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Resumo

Prever antecipadamente as necessidades de stock para um determinado perı́odo é uma ferra-
menta essencial para garantir a satisfação dos clientes e evitar perdas. Esta dissertação explora e
aborda um problema de previsão para a Bacardi, uma das principais empresas de bebidas espir-
ituosas, com o objetivo de prever as vendas de vários produtos e identificar fatores chave que as
influenciam, de forma a otimizar a gestão de estoque. Neste contexto, foram analisados dados
de vendas dos cinco produtos mais vendidos no canal off-trade, aplicando-se modelos de pre-
visão, incluindo o Seasonal Auto-Regressive Integrated Moving Average (SARIMA), Seasonal
Auto-Regressive Integrated Moving Average with Exogenous factors (SARIMAX) e o Extreme
Gradient Boosting Machines (XGBM), incorporando variáveis exógenas relevantes. Os resul-
tados indicam que os modelos SARIMA ou SARIMAX são os mais eficazes, com o PIB, PSI,
ICC e cobertura de nuvens emergindo como variáveis exógenas significativas, quando aplicável.
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Abstract

Accurately forecasting stock requirements for a given period is crucial to ensuring cus-
tomer satisfaction and minimizing losses. This dissertation explores and addresses a forecast-
ing problem for Bacardi, a leading spirit drinks company, aiming to predict sales across multi-
ple products and identify key factors influencing them to optimize stock management. In this
context, sales data for the five best-selling products in the off-trade channel were analyzed,
with forecasting models applied, including Seasonal Auto-Regressive Integrated Moving Aver-
age (SARIMA), Seasonal Auto-Regressive Integrated Moving Average with Exogenous factors
(SARIMAX), and Extreme Gradient Boosting Machines (XGBM), incorporating relevant ex-
ogenous variables. The results indicate that either SARIMA or SARIMAX models perform
best, with GDP, PSI, ICC, and cloud cover emerging as significant exogenous variables when
applicable.
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CHAPTER 1

Introduction

Bacardi, a producer of spirits drinks, aims to minimize the products’ stock on hold, as the
products have a limited shelf life, and it is not desirable to incur unnecessary production costs.
To achieve this goal, it is essential to know the expected sales amount beforehand, which is
where sales forecasting comes into play.

Sales forecasting plays a crucial role in various managerial decisions. According to S.
Wang et al. (2010), sales forecasting are ”essential inputs to many managerial decisions, such
as pricing, store space allocation, listing/delisting, ordering and inventory management for an
item. Forecasts also provide the basis for distribution and replenishment plans”. Additionally,
accurate sales forecasts can ”lead to improved customer satisfaction, reduced waste, increased
sales revenue and more effective and efficient distribution”.

Given the wide range of products offered by the brand, this study focuses, for forecasting
purposes, on the top 5 best-selling SKUs by volume, over 3-months, 6-months and 12-months
periods. However, an exploratory data analysis is also conducted across the entire channel.

To forecast sales, it was used SARIMA, SARIMAX and XGBMs models, having obtained
better results with SARIMA and SARIMAX, and when exogenous variables had effect, they
were: GDP, PSI, ICC or cloud cover.

This chapter provides an overview of the problem, discusses the generic approach to solving
it, outlines the difficulties encountered, and identifies the research gap.

1.1. Contextualization

The company is a leading multinational producer in the spirits industry, renowned for its ex-
tensive market presence and wide-ranging portfolio. Its product lineup spans a variety of cate-
gories, including whiskey, vodka, rum, gin, aperitifs, vermouths, sparkling wine, and specialty
wines, all marketed under a number of prominent brands. For this study, the company provided
data for a single brand that includes products from the following categories: aperitifs, ready-
to-serve, sparkling wine, special wines, and ready-to-drink beverages. Catering to diverse con-
sumer preferences, the company’s offerings range from casual drinks to premium selections.
With a commitment to quality and innovation, the company plays a significant role in the global
spirits market and strives to meet diverse consumer preferences.

Operating exclusively as a Business To Business (B2B) entity, the organization segments
its sales into off-trade and on-trade channels. Off-trade includes markets such as minimarkets
and supermarkets, which account for the minority of sales. On-trade encompasses consumption
establishments like cafes, restaurants, bars, and hotels, representing the majority of sales.
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This separation is essential for business logistics, as each channel has distinct demand pat-
terns and operational requirements, making it necessary to make predictions by segment and
by product. A product is defined by the combination of its bottle code (name) and bottle size
(volume in centiliters). The scope of this study is restricted to the off-trade market.

At the beginning of the chapter, the benefits of using sales forecasting, especially for stock
control, were highlighted. Despite these benefits, the company currently manages its stock
using a more traditional and antiquated method, where representatives gather to review past
data and, based on their experience, attempt to predict the upcoming year. This approach is
prone to errors and is time-consuming, therefore, this dissertation aims to develop models that
can outperform this traditional method and streamline the forecasting process.

Besides forecasting, one of the objectives is to discover relationships between sales and
external factors, both social and economic. Understanding these relationships can provide valu-
able insights into market trends and consumer behavior, enabling the company to make more
informed strategic decisions. Additionally, this knowledge can help the company anticipate and
adapt to changes in the market, ultimately leading to improved sales performance and competi-
tive advantage.

1.2. Research and Development

As previously mentioned, the goal is to forecast each product’s sales volume on the off-trade
channel. Although this is the main and final goal, there is an intermediate point to consider,
mentioned in the last paragraph, which recalls and rephrases as a question: Which external
factors affect sales and how? In this section, is described in a high-level view, the processes to
achieve the answers, and the research to support it.

First, the data disposed of represents monthly sales in volume, and given that it is temporal
data, it is most logical to interpret it as a time series problem and take advantage of temporal
dependencies. The possible approaches to dealing with such a task can originate from statistical
and machine learning methods, presented in the literature review in section 2.2.

Forecasting can be done exclusively with historical observation of time series data, but it
won’t be so accurate and may fail to capture some patterns. External factors may affect a
variable’s prediction - in this case, the volume of sales. Social and economic factors weigh
consumer behavior: in the presence of an economic depression, people will spend less; a rise
in unemployment might decay the buyers that got unemployed, and so, by joining these factors
to the forecast, it’s possible to have explanatory variables. There are various variables that
can be used; some might automatically pop into our heads, like unemployment or GDP, and
brainstorming is, indeed, one of the sources, other valuable fonts are articles from related studies
and IWSR reports given by the company, for the years of 2022 and 2024. IWSR is a company
that analyses the drinks market. From the IWRS report, it is possible to infer factors affecting
different types of drinks and trends.
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1.3. Difficulties and Research Gap

The goal and questions to ask are settled, and the process to solve them was also described in
the previous section 1.2. Now, what are the rocks on the way, and what’s the innovation on a
forecasting problem?

In terms of the market, it’s being explored with many intermediaries before it reaches the
final consumer. Once the company of study sells to another, this one could be a retailer and sell
to another company, which might or might not sell to the final customer. These intermediations
lead to operations where the company of study has no direct influence or knowledge to control,
and which may affect its sales. In the meeting with the company team, one of the mentioned
aspects on this subject was the occurrence of a client company making a discount on a com-
petitor’s drink and how other competitors of such a company might do the same and reduce the
sales of the producer company.

A literature review reveals a lack of studies on sales forecasting for spirits and beverages
in general. Additionally, there is limited research on the influence of external factors on sales
within this industry. Consequently, this dissertation aims to contribute to the literature by ad-
dressing these gaps and providing insights into how external factors influence sales in the spirits
industry.

1.4. Dissertation Structure

The present dissertation is structured as follows:

(1) Introduction - Identifies the problem and goals, contextualizes the problem and its
origin, and examines the difficulties encountered along with the research gap.

(2) Literature Review - Analyzes previous research and theoretical frameworks relevant
to the study, synthesizing key findings and identifying gaps in the existing knowledge
the dissertation will address.

(3) Methodology - Describes the approach to tackling the problem.
(4) Exploratory Data Analysis - Examines the data through descriptive statistical analy-

sis and visualizations. It also includes a detailed description of the received data and
the transformations applied to prepare the data for analysis.

(5) Modeling - Details the predictive models employed, the results obtained, and intro-
duces the baseline models used as a starting point for comparison.

(6) Conclusions - Summarizes insights gained from the various models applied, highlights
the key variables influencing sales, and discusses potential future work and improve-
ments.
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CHAPTER 2

Literature Review

In alignment with the objectives established for this dissertation, the literature review focuses on
two primary areas: sales forecasting methods and the integration of external factors in similar
contexts, specifically within the beverage industry.

Before delving into the research findings, the methodology employed for this literature re-
view is outlined in detail. This includes the criteria for selecting relevant studies, the databases
consulted, and the approach taken to synthesize the information gathered.

2.1. Research Methodology

The research started with a focus on the general world of sales forecasting, later adding the
concept of demand forecast, due to their closeness. The goal with those two keywords of search
was, not limited, but specially, to gather common techniques used; sectors of action covered
and how they could relate to the project’s topic. In this phase, for both terms, the sources were
first without a focus on one specific, using diverse, for example: Google Scholar, Scopus, and
Research Gate. Over time, the process converged to use a single one, being chosen Scopus.

During the process, naturally occurred a lot of articles, which led to not reading all the
papers to their fullest, but filtering them, according to the title and abstract. Articles that seemed
relevant would be pointed in a table which included, for each article, mainly:

• Title
• Year received
• URL for further access
• Methods used
• ”Order” which is a category to prioritize its study, where 0 has the most priority, and

higher labels, less
• Sector (ex. retail or pharmaceutical)
• Category that describes the area of study it relates (ex. Sales Forecasting, Demand

Forecasting, Macroeconomics)

Below, in Table 1, is represented part of the table.
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Name Received
Year

Order Statistics/
ML

Statistical Models ML Models URL

Intermittent de-
mand forecasting
and stock control:
An empirical study

2012 0 Machine
Learning

Moving Average (MA)
Single Exponential
Smoothing (SES)
Croston’s method (CRO)
Synthetos-Boylan
Approximation (SBA)

[url]

Demand fore-
casting in supply
chain: The impact
of demand volatil-
ity in the presence
of promotion

2010 2 Machine
Learning

Statistics

ARIMAX
ETSX

Support
Vector Re-
gression

[url]

TABLE 1. Representation of table used to organize articles of study. It was used
main columns and not disposed the urls for display purposes.

After covering the forecasting section, the external factors are divided into three areas:
weather, holidays and economic indicators. Holidays did not get too much attention, given
it’s not possible to analyze it rigorously, as described ahead, on section 2.4, the purpose here
is simply to highlight their relevance on this kind of problems. In this part of the study on ex-
ternal factors, a different approach was taken by shifting the focus to the retail sector, though
research still covered a broad range of areas. This shift was made because the study analyzes the
off-trade channel, establishing a connection between retail and the off-trade channel, as retail
represents the buyer.

2.2. Forecasting Methods

Sales forecasting has been a problem present in the literature, for some time now, and given
the nature of the data, it is treated like a time series problem. It is to mention that during the
research, was also searched demand forecast, due to its similarity with sales forecasting.

Initially, prominent statistical models such as Auto-Regressive (AR) and Moving Average
(MA) models were often combined to form ARMA or ARIMA models (Babai et al., 2013;
S. Wang et al., 2010). These models can also incorporate a seasonal factor, resulting in the
SARIMA model. In Pongdatu and Putra (2018), the authors compare this variant with Holt-
Winters’ exponential smoothing, demonstrating better results with SARIMA.

Single Exponential Smoothing (SES) methods also gained attention, which Gustriansyah
et al. (2019) describes as ”more suitable for predicting fluctuations things randomly (irregu-
larly)”. Croston (1972) further extended exponential smoothing, developing what later became
known as Croston’s method. Willemain et al. (1994) concluded that ”Croston’s method is ro-
bustly superior to exponential smoothing and could provide tangible benefits to manufacturers
forecasting intermittent demand.”
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However, despite the advantages of Croston’s method, Syntetos and Boylan (2001) iden-
tified a bias in the approach. To address this, Syntetos and Boylan (2005) proposed what is
now known as the Syntetos-Boylan Approximation (SBA), which has been adopted by other
researchers as a solution to mitigate this bias.

With the advance of computation, machine learning started a dominant process and became
popular to use neural networks, starting with the simplest (Alon et al., 2001; Chawla et al.,
2019; Thiesing & Vornberger, 1997). Particularly, on Alon et al. (2001) it was done a com-
parison between Artificial Neural Networks (ANNs) with other statistic methods, from where,
on average, the results were better for neural networks, essentially for its ability to capture non
linear trend and seasonal patterns.

Bayesian Neural Networks (BNNs) were applied by Gaur et al. (2015) to compare their
performance against K-Nearest Neighbors (KNN), with BNNs demonstrating superior results.
In the context of fashion retail, Loureiro et al. (2018) utilized Deep Neural Networks (DNNs)
and compared them with traditional machine learning algorithms. Although DNNs performed
well, they did not surpass some models like Random Forest. Furthermore, Kuo (2001) and Kuo
et al. (2016) explored Fuzzy Neural Networks (FNNs), while Krichene et al. (2017) focused
on Recurrent Neural Networks (RNNs), and Bandara et al. (2019) applied Long Short-Term
Memory (LSTM) networks in the context of e-commerce.

Various studies have compared statistical methods with machine learning approaches. For
instance, Spiliotis et al. (2022) specifically focuses on this comparison, finding that machine
learning algorithms outperform statistical methods in terms of accuracy and bias. Weng et al.
(2020) notes that while statistical methods are simple and fast to compute, selecting the right
method is ”an uneasy task,” requiring ”some expert knowledge.” Furthermore, they state that ”in
terms of performance, they do not usually lead to very promising results” and that ”compared
to deep learning methods, statistical models’ performance is usually worse.”

Despite the performance advantages of deep learning, Weng et al. (2020) also highlights a
major weakness: interpretability. While deep learning models often lack transparency, statisti-
cal models offer clearer insights into how their results are obtained. This trade-off has led to the
rise of hybrid models, which aim to combine the strengths of both approaches—offering both
high accuracy and interpretability. Additionally, hybrid models capture both linear and non-
linear components in data, overcoming the limitations of statistical models, which are typically
restricted to modeling linear relationships.

Several examples of hybrid models exist in both general time series forecasting and sales
forecasting. Sadaei et al. (2019) combines Convolutional Neural Networks (CNNs) with Fuzzy
Time Series for short-term forecasting, while Khandelwal et al. (2015) merges ARIMA with
ANNs for time series predictions. Similarly, Smyl (2020) integrates exponential smoothing with
RNNs, and Weng et al. (2020) mixes Long Short-Term Memory (LSTM) with Light Gradient
Boosting Machine (LightGBM), where LightGBM provides the interpretability.

During the research, it was not found studies on spirit drinks, the main topics were, in
opposition: retail Alon et al., 2001; Fildes et al., 2022; Ma and Fildes, 2021; Punia et al., 2020,
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fashion (Liu et al., 2013 and KALAOGLU et al., 2015) and spare parts (Ghobbar and Friend,
2003 and Eaves and Kingsman, 2004).

It is also to note, that as the company in study is a producer, its clients are other companies,
that will resell the product. This implies intermediates between the company and the final
consumer, as well as the data available being only sell-in (amount sold to these intermediate
companies). With this observation, when compared to the literature, the studies found, are done
with sales done to the final consumer.

2.3. External Factors

The need to identify external factors - variables that influence others - is not only a business
need, as it is a way to enhance forecasting accuracy. As Abolghasemi et al., 2020 states: ”Sev-
eral endogenous and exogenous variables can influence the dynamics of demand, and hence a
single statistical model that only consists of historical sales data is often insufficient to produce
accurate forecasts”.

Although the case study focuses on alcoholic drinks, this represents a particular area that is
poorly covered about other factors. Therefore, to identify potential candidate factors, a broader
research approach was employed, extending to the spirits industry as a whole. This approach
acknowledges that factors influencing the broader spirits industry may produce varying results
in this specific case, and their relevance will be tested accordingly.

2.3.1. Weather

Weather factors are proved on the literature to condition human behavior, as well as condi-
tion dislocations, affecting a broad amount of sectors, and even impacting the economy of the
countries (Lazo et al., 2011).

Something as simple as the mood is influenced by the weather. Keller et al. (2005) observes
an improvement on mood over pleasant weather during the spring (which the author describes
as higher temperature or barometric pressure), and a decrease in mood during the summer on
hotter weather. However, it is not just temperature that affects mood - sunlight also plays a role,
showing a positive correlation (Murray et al., 2010). High humidity, on the other hand, suggests
a state of enervation (Sanders and Brizzolara, 1982). Interestingly, mood also influences con-
sumer behavior (Gardner and Hill, 1988), with negative moods leading to more rational choices,
while positive moods result in more experiential decision-making.

The way a consumer behaves or perceives something, is also affected by the weather, warm
temperatures increases the subject valuation of a product (Zwebner et al., 2014). During rainy
weather, people will buy more expensive price items in a single order, and when temperature
rises, it is expected they will buy fewer cheaper items (Tian et al., 2021), and yet on the subject
of the basket size, it decreases on weather events (rain, snow, thunder and fog) (Moon et al.,
2018), and cooperating with that, the consumer spending tends to increase with the increase
of sunlight exposure (Murray et al., 2010), this same study finds a causal effect of sunlight on
willingness to pay. On a study about restaurants complaints (Bujisic et al., 2019), it was demon-
strated how it is more likely for customers to leave more negative comments when facing more
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unpleasant weather that is observable, from where it was identified temperature, rain and baro-
metric pressure, as the ones affecting the consumer behavior. Moving to mobile promotions,
during a research on its effectiveness based on weather, it was found that on sunny weather
the responses were higher and faster comparing to cloudy weather, and that the responses were
lower and slower, on rainy weather. For non-alcoholic beverages, the purchase is done on an
impulsive form, instead of planned (Štulec et al., 2019).

In terms of dislocations, precipitation and wind speed have effect on pedestrian flows, with
a greater impact on winter months (Miranda-Moreno and Lahti, 2013). Adverse conditions like
rain, extreme cold or hot temperatures, icy roads, heavy rain, dense fog or snow may discourage
possible clients to dislocate, or even make it impossible to do so, if roads get blocked (Agnew
and Thornes, 2007; Parnaudeau and Bertrand, 2018 and Moon et al., 2018). A similar pattern
is observed in returning processes, with rain and extreme temperatures negatively affecting
them (Hu et al., 2024). On rainy days, the number of visitors increases on shopping malls and
decreases on street stores (Martı́nez-de-Albéniz and Belkaid, 2021).

Now exploring the impact of weather on sales, the earliest article encountered is Steele
(1951), which analyzed the sales on a department store by considering the variables of precip-
itation amount, snow cover depth, temperature and wind velocity, concluding that 42% of the
variance in store sales could be explained by weather factors. Murray et al. (2010) studied a
retail store, and found the following variables could affect retail sales: temperature, humidity,
snow fall, and especially sunlight. Arunraj and Ahrens (2016), also for retail, found that for
food sales, snowfall and rainfall have a significant effect, while for fashion, snowfall has a sig-
nificant effect, and temperature deviations a high effect. In this study, weather improved the
fitness of the model by 4 to 6%. In the context of e-commerce, it was found rain, temperature
and sunshine have an impact on daily sales, with a greater effect during summer, on weekends
and on days with extreme weather (Steinker et al., 2017). The use of weather data in the previ-
ous study, led to the conclusion that it can reduce forecast error on average from 8.6% to 12.2%,
with reductions of up to 50.6% on summer weekends. On a convenience store in China, it was
found air quality having a negative impact on sales, and temperature having a positive one (Tian
et al., 2021).

In Keleş et al. (2018), a study was conducted in the US across 52 markets, covering six
liquid refreshment beverages (LRBs). The study established both long- and short-term rela-
tionships, revealing that rising temperatures lead to a yearly increase in demand for LRBs by
approximately 0.21% (equivalent to 63 million gallons). This trend is further influenced by dif-
ferences in demand during heat waves and cold waves, with the former leading to a significantly
higher increase in weekly beverage demand.

Murray et al. (2010) analyzes non-alcoholic beverages and shows that weather sensitivity
is not constant; it depends on the month, product category and store type. The study also
indicates that for non-alcoholic beverages, temperature is the weather variable with strongest
impact on sales. Additionally, it finds that during the summer months, from May to September,
the correlation between sales and temperature is three times stronger than in the winter months.
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In June and August, sales accelerate beyond a threshold temperature, while on the other summer
months, the increase in sales is almost proportional to average daily temperature.

Regarding accuracy improvements, aside from the previously mentioned studies, Badorf
and Hoberg (2020) reports forecast gains up to 7 days in advance. Similarly, Chan and Wa-
hab (2024) demonstrates significant improvements in sales forecasting, accounting for up to
an additional 47% of the variance in individual product sales and up to 56% in product cate-
gories, beyond what the baseline model explained. The study also identified the importance and
influence on each specific weather feature.

2.3.2. Holidays

Holidays are days to celebrate and hang out with friends and family, which makes a perfect
target to consume beverages, and as such to buy them. Hirche et al. (2021) denotes that public
holidays influence short term sales, on a set of alcoholic beverages.

As a practical example, Zhang et al. (2020) found that cigarette sales on a Chinese com-
pany, have statistically significant positive pre-holiday effects. On Groene and Zakharov (2024)
it is used three types of holidays: public holidays, local school holidays and regional school
holidays, to help forecast the demand on food and beverages businesses. While applying ex-
ploratory data analysis to a Walmart dataset of sales, Shrieenidhi et al. (2024) finds a higher
mean of sales for holidays.

2.3.3. Economic Indicators

Economic factors influence various sectors, including consumer behavior, which fluctuates de-
pending on the economy. Consumers’ purchasing power increases or decreases in line with
economic conditions.

In the cosmetic industry, currency exchange fluctuations and seasonal factors have been
found to significantly impact moisturizer sales, while inflation rates affect perfume sales (Khaje-
hzadeh et al., 2022). A study on Chinese automobile sales found that the Consumer Confidence
Index (CCI) and Consumer Price Index (CPI) have a causal relationship with automobile sales
(Gao et al., 2018). Tourism demand is influenced by Gross Domestic Product (GDP) and ex-
change rates (Lin and Lee, 2013). Additionally, Kapoor and Ravi (2009) shows that an increase
in interest rates leads to an immediate decline in consumer expenditure, while Ramkumar and
Srinivasan, 2020 highlights how taxes on goods and services influence consumer behavior.

Looking at the retail sales, Bauerová et al. (2022) found influence of GDP, employment and
gross wage.

In C.-H. Wang (2022), a study on sales forecasting applied to Taiwan’s retail sector, three
segments are examined: hypermarkets, supermarkets and convenience stores and claims they
are ”closely related to the economy condition of a country because they satisfy basic require-
ments in Maslow’s hierarchy of needs”. Overall, the Consumer Price Index, Retail Employ-
ment Population and real wage impact sales. Interestingly, unemployment rate, oil price and
Consumer Confidence Index have no effect on sales, which contrasts with the earlier findings in
C.-H. Wang (2022), where employment was identified as a factor influencing retail sales. For
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specific sectors, the Wholesale Price Index is critical for convenience stores, while the Industry
Price Index(IPI) and transportation freight are key for supermarkets. Seasonal factor, however,
is only critical for hypermarkets.

Several months later, the lead author from the previous article, published a new study, simi-
lar, this time focusing on the United States of America, and analyzing three retailers (Walmart,
Costco and Kroger), (C.-H. Wang and Gu, 2022). Overall, the Consumer Price Index and regu-
lar wage significantly influence on sales. Walmart is particularly affected by Product Price In-
dex (PPI) and oil price, while it shares Gross Domestic Product as a critical factor with Costco.
The Dow Jones Transportation Index is important for both Costco and Kroger, and Personal
Consumption Expenditure influences both to Walmart and Kroger.

2.4. Consolidation

With all the intended subjects covered on the literature, now it is done a wrap up of the main
aspects to takeaway and how it can relate to this project. Unfortunately, no relevant information
was taken from the IWSR reports, regarding the products under study.

For the forecasting methods, it was concluded how machine learning methods, especially
the deep learning ones, are expected to have a better performance than statistical ones, because
of the capture of non linear patterns, but having in mind that its usage removes interpretability,
so the usage of hybrid methods, as mentioned in the end of this matter, could be an interesting
approach.

In terms of external factors, it was shown how weather affects a lot of circumstances of our
lives, such as the mood, the consumer behavior and consequently sales. From the weather, it
was observed the follow variables affecting sales: temperature, sunlight, humidity, precipitation,
snow, wind velocity and air quality.

Holidays were also mentioned as having influence on sales, but as it is being used monthly
data on this project, the granularity is not small enough to test it, leading it to not being used.

Lastly, from economic indicators, in terms of retail, which is the closest to current study,
was found the follow variables influencing the sales: Gross Domestic Product, unemployment,
wage, Consumer Price Index, Retail Employment Population, Wholesale Price Index, Indus-
try Price Index, oil price, Personal Consumption Expenditure and Dow Jones Transport Index,
which would have to be substituted to a similar index on Portugal, to make sense to use. On
other sectors, was pointed: currency exchange, inflation rate, interest rate, Consumer Confi-
dence Index and taxes.
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CHAPTER 3

Methodology

This chapter outlines the steps and techniques applied, along with theoretical explanations.
Broadly, the project follows three main phases: gaining business knowledge (Business Knowl-
edge), preparing and exploring the data for further modeling (Exploratory Data Analysis), and
modeling the data for predictions (Modeling). These phases, along with their sub-steps and key
tasks, are illustrated in Figure 1.

FIGURE 1. General Methodology Applied

3.1. Business Knowledge

Working with data requires to have knowledge about it. First, to be aware of the project, a
presentation was read, and after that, some regular meetings would happen to have a better
understanding of the needs of the company, and later to work with the data on Exploratory Data
Analysis, for example, to understand the existence of null values in certain contexts.

Besides regular meetings, it happens a board meeting where were present the representative
of the company, which would to the regular meetings, and who is responsible for planning and
logistics, as well as a representative for each of the following departments: on-trade, off-trade,
marketing, and finance.

In this meeting, shortly, it was possible to get deeper knowledge about:

• Their competitors, and how private labels are one of their biggest problems
• The national culture of consuming drinks outside, the reason why on-trade have way

higher sales than off-trade
• Marketing initiatives, although there was no data given to work with
• Factors that, in their opinions could influence sales, and for such, the following were

collected:
– A lot of fragmentation - the fact that the product can be resold multiple times
– Competitors
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– Marketing actions and campaigns
– Intermediary impacts - this is related to the previously mentioned fragmentation.

The example given was, that if a reseller discounted a competitor drink, it created
a disadvantage for the company

– Tourism - from other countries comes other cultures, and by tourists ordering
drinks that use not so common spiritual drinks in the country of visit, the drinks
start to gain popularity, an example given was rum with coke

– Financial conditions of consumers - less money to spend, means a retraction on
sales

3.2. Exploratory Data Analysis

As the image in chapter 3 suggests, this section covers three main topics: Data Preparation;
Data Analysis and Exogenous Variables.

3.2.1. Data Preparation

Data Preparation has the goal of preparing the data to be analyzed, and is divided into two
main tasks: Changing Formats - which implies the transformation of an excel file into a python
Data Frame to work with pandas toolkit; and Data Cleaning, where null values are treated
based on business logic.

3.2.2. Data Analysis

Data Analysis can be done after the data is prepared, and it has two main goals: describe
off-trade channel and create a contextualization of the products’ environment; and analyze indi-
vidual product sales to search essentially for trends, seasonality, impact of COVID and behavior
through time. Additionally, it is a studied process to make the products stationary and autocor-
relations to capture existent correlations between a point in time, and past values.

3.2.3. Exogenous Variables

Exogenous Variables are candidate factors to help make predictions. On the Data Gathering
phase, it was collected exogenous variables from the literature, and tried to find equal or similar
ones for the Portugal context. Besides the variables from the literature, it was experimented
house prices, given the housing crisis existent in Portugal, and as DJT (Dow Jones Transports
index) was found in the literature, and Portugal has no transport index, it was used the main one
- Portugal Stock Index (PSI).

Having a list of exogenous variables, doesn’t mean that all support the predictions. The
relevance of these variables in relation to each target SKU, is evaluated in this study through
Granger causality, but before applying it, it is done a step of data processing, followed by a
selection of features to evaluate causality, based on correlation.

Data processing involved transformations such as resampling, converting dates with month
names into numeric DateTime variables, and removing extra rows on Excel files. After the
cleaning process, correlations between the exogenous variables were calculated to address mul-
ticollinearity, by removing highly correlated features. This step was performed prior to testing
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for causality to reduce the number of variables requiring stationarity transformations, and also
to analyze causality. However, it could have been applied afterward as well.

Two variables are considered multicollinear when they exhibit a high correlation, meaning
the information of one can be inferred from the other. Removing one variable from a highly
correlated pair eliminates redundancy and reduces complexity in future models, as it leaves
fewer parameters to estimate.

Correlation coefficients range from -1 to 1, where a value close to 0 indicates little to no
correlation, meaning one variable does not affect the other. Values closer to 1 or -1 represent a
strong correlation in either a positive or negative direction. A high positive correlation means
that as one variable increases, the other also increases, while a high negative correlation means
that an increase in one variable leads to a decrease in the other. To identify strong correlations,
a common threshold of an absolute value of 0.7 was used. To determine which variables to
remove, the following criteria were used: the number of variables with which each variable is
highly correlated, domain knowledge, and variance.

After removing these variables, Granger causality was checked for remainders. Calculating
the causality of exogenous variables on the target SKUs provides a measure of the influence
these variables may have on predicting the target SKU. To evaluate this, Granger causality was
applied, which is a hypothesis test assessing the null hypothesis that an exogenous variable
does not Granger cause the target variable. If the test result is below a certain threshold, the null
hypothesis is rejected, indicating that the exogenous variable has potential predictive power over
the target. For this analysis, a more permissive significance threshold (α = 0.15) was chosen.

3.3. Modeling

In this study, the SARIMA model was used as a baseline, and for competing models, were
used SARIMAX and Extreme Gradient Boosting Machines (XGBMs or XGBoost). The base-
line is the reference to compare with, when building other models, and understand if the pre-
dictions are good. In what follows, the employed models are briefly presented.

SARIMA is an extension of the ARIMA model that incorporates seasonal components to
capture repeating patterns over time. ARIMA models consist of three parts: AutoRegressive
(AR), which models the current value as a function of its past values; Integrated (I), which
applies differencing to make the series stationary; and Moving Average (MA), which models the
current value as a function of past forecast errors. SARIMA includes additional terms to model
seasonality, as this was observed in the time series, on subsection 4.4.2. ARIMA and SARIMA
models are particularly effective when dealing with relatively small datasets, provided the data
exhibits patterns such as trends or seasonality.

SARIMAX is similar to SARIMA model, used in the baseline, but with the addition of
exogenous variables, as indicated by the ”X” in SARIMAX. The goal is to improve performance
by including these explanatory variables.

XGBMs is a machine learning algorithm, that builds multiple decision trees, in order to
make predictions. Because of this, it is possible to infer features’ importance in the model,
which is helpful in the objective of finding factors affecting sales.

15



In terms of metrics, it was considered the Root Mean Squared Error (RMSE), which uses
squared values to penalize bigger errors, and the root in the end to keep the value in the same
scale as the original values. The following equation gives the formulae for this performance
metric:

RMSE(y, ŷ) =

√
∑

N−1
i=0 (yi − ŷi)2

N
From the company, two metrics are used to calculate the error, TISP and BIAS, which

equates as follows:

T ISP =

n
∑

t=0
ŷt −

n
∑

i=0
|ŷt − yt |

n
∑

i=0
ŷt

BIAS =

n
∑

t=0
(yt − ŷt)

n
∑

t=0
ŷt

TISP measures the ability to accurately plan the product mix for a brand, while BIAS mea-
sures if the prevision was done below or above. The values are kept in the report, to serve a
company need, but are not interpreted.
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CHAPTER 4

Exploratory Data Analysis

With a fundamental understanding of the problem under study and after a review of the litera-
ture, it’s time to get to know the data. This chapter describes the data provided by the company,
the transformations applied to it, and the subsequent explorations conducted.

4.1. Data Description

The sales data covers a single brand and its GCBS (Group Codes Bottle Sizes), meaning that
each SKU is a bottle size variation of a group code. The file is in format xlsx, a typical Excel
sheet, containing monthly sales, covering the period from April 2013 to March 2024, in units
of 9L boxes, through three tabs that differ in the context, being it:

• GCBS - Total monthly volume sales of a GCBS
• Channel - Monthly volume sales done through the channels. There were the channels:

On-Trade, Off-Trade and Other
• Customer - Monthly volume sales done from each individual customer, anonymized,

varying from channel.

For this analysis, it was discarded the channel Other, as it was not considered relevant for
the business, remaining so, the principal channels: off-trade and on-trade. Given the project
scope, only the tab Channel was considered for forecasting volume sales of products for both
channels.

4.2. Data Transform

As described before, the data source is a sheet file, and the way the data is organized is not
a proper way to work directly with it, so some adjustments had to be made. To perform the
necessary processing, Python was used, specifically the pandas package.

From the header, was removed unnecessary information, as well as a column that would only
have the values ”Total Volumes”. The date-time variable was presented by columns, instead of
by row, so to simplify future processes, the table was transposed.

At first glance at the data in its original form, it was visible some products with blank values.
After further analysis, it was concluded the existence of products that were released later and
SKUs that were discontinued from sale. To deal with the null values, it was done the following:

• Find the release date, based on the first not null value found, and remove the null
entries before that (Figure 2)
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FIGURE 2. Removal of null values before release date

• Find the discontinued date, based on the first not null value found, in descending order
of dates, and remove the latest null entries after that (Figure 3)

FIGURE 3. Removal of discontinuity period

• For intermediate null values, it was replaced with 0, as it was confirmed with the
company as being absence of sales (Figure 4)

FIGURE 4. Replacement of intermediate null values with 0

Additionally, an anonymization of the products’ names was done by mapping the group codes
to an upper letter, varying from A to T.

4.3. Channel Analysis

Following a brief introduction to the data, an exploratory analysis was conducted to gain a
deeper understanding, yielding descriptive statistics and visualizations that support comparisons
and identify relationships. This analysis are divided by channel and products, for a smoother
flow, starting with channel.

Power BI and Python scripts were used to perform this descriptive analysis.

4.3.1. General Insights

On the dataset is present a total of 20 group codes, resulting in 26 SKUs on the channel.
After addressing the blank values, as mentioned in section 4.2, numerous SKUs with many

zeros were observed during this phase. This resulted in the time series having significantly
fewer values to work with, which would impact the forecasting phase if we were to include all
products. In Figure 5, it’s possible to visualize the total number of observations on each SKU,
as well as the correspondent weight of zeros, through percentage and remaining values to use.
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FIGURE 5. Number of observations on each SKU and amount of non zero values.

4.3.2. Categories

Using a company portfolio image, products were categorized based on their type, but the pro-
cess of linking them to the data had to be done manually. After completing the association, it
was discovered that most products belonged to the Appetizer category. The number of products
in each category is shown in Table 2.

Category Number of Group Codes
Appetizer 8

Ready To Serve 4
Sparkling Wine 4
Riserva Speciale 3
Ready To Drink 1

TABLE 2. Distribution of group codes through categories

Appetizer not only represents the category with the most products in this study but also lead
in sales volume, as shown in Figure 6, which illustrates the sales volume for each category.
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FIGURE 6. Volume of Sales on each category. Here is observable the high dom-
inance on Appetizers.

The dominance of appetizers is not due to having the most products, but rather the excep-
tionally high sales volumes of group codes Q and E, which significantly surpass the others. This
is illustrated in Figure 7 which shows the top five best-selling group codes on the channel. The
first three group codes include the legend with their respective sales values, and for all, category
is indicated by color, accompanied by the legend.

FIGURE 7. Top 5 most sold group codes, with total volume of sales and corre-
spondent category, distinguished by color.

Among these five group codes, it’s notable that three fall under the appetizer category. Sales
for group code Q are significantly higher than the second best-selling group code, being nearly
four times greater and accounting for almost 74% of the channel’s total sales.

4.3.3. Bottle Size

Bottle sizes can vary in the following volumes: 6 CL; 50 CL; 75 CL and 100 CL. The distri-
bution of sales for each bottle size can be found at Figure 8. From this graph, we can conclude
that the majority of sales on this channel are made with 75CL bottles, accounting for 62.6%,
followed by 100CL, 6CL, and 50CL bottles.
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FIGURE 8. Relation of volume of sales between bottle sizes

4.3.4. Sales Behaviors

Over the years, the sales on off-trade had flutuacting between an average, as it can be seen in
Figure 9.

FIGURE 9. Yearly sales of channel

To analyze the monthly sales behavior, the same aggregation was employed, summing the
volumes from all SKUs, as shown in Figure 10. The graph reveals a slow start in sales, with Jan-
uary recording the lowest sales of the year. Notable increases occur from June to August, when
sales exceed the average monthly sales for the year. A similar trend is observed from October
to December, although the relationship is less linear, with a sharp increase from November to
December. While the analysis spans from the beginning of the year to the end, the final month
significantly influences the first, as high expenses in December are driven by Christmas and
New Year’s Eve celebrations.
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FIGURE 10. Total of monthly sales of channel, with an average line, where
months with sales above it, are highlighted in a darker color.

4.4. Products Analysis

As established on chapter 1, the study for sales forecasting is only employed on top 5 best-
selling SKUs by volume, and so, in conformity, individual product analysis are only applied to
them. The products in question are: Q(75 CL), Q(100 CL), E (75 CL), Q(6 CL) and E(100 CL),
whose sales amounts can be viewed and compared in Figure 11.

FIGURE 11. Top 5 best-selling products, which represent the targets

Examining the products, we can infer that they include only two group codes: Q and E,
which correspond to the top-selling group codes, as shown in subsection 4.3.2, and both belong
to the appetizer category.

To understand the products we have and compare them to identify possible relationships or
similarities, all time series were first plotted in a single graph, as shown in Figure 12.
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FIGURE 12. Combined Plot of Target Time Series

From this plot, it was observed that there is a significant gap between Q 75 and the other
products, with all products exhibiting a similar seasonal pattern but differing in overall scale
and trends.

Furthermore, it was calculated the correlations between them, as disposed in Figure 13.

FIGURE 13. Correlation Matrix between target products

From the correlation matrix, a strong correlation was observed between products Q 75 and
E 75, as well as between Q 100 and E 100.

By comparing the value ranges shown in the boxplot displayed in Figure 14, a descending
ladder-like pattern is evident from the first product to the last. The transition between the first
and second products is notably more abrupt, as observed in previous graphics. However, start-
ing from the second product onward, the differences appear to be more gradual. Descriptive
statistics can be found in annex in Appendix A.
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FIGURE 14. Boxplots Comparing the Distribution of Values Among Target Products.

4.4.1. Sales Evolution

To begin analyzing the products individually, a line plot of each product’s sales evolution over
time was created. The plot includes vertical bars marking each year to highlight potential sea-
sonality, along with a shaded red area indicating the COVID period.

Starting with the top-selling product, Q 75, the plot in Figure 15, reveals an initial upward
trend that gradually declines, with sales following an annual seasonal pattern. Notably, the
impact of COVID on the sales of this product appears minimal.

FIGURE 15. Evolution of Sales over Time for Product Q 75

The second best-selling product is Q 100. As shown in Figure 16, its sales exhibit a de-
clining trend with some seasonal patterns. Unlike the 75 CL version, the 100 CL sales were
significantly impacted by COVID, leading to a sharp decline.
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FIGURE 16. Evolution of Sales over Time for Product Q 100

The third-most sold product is E 75. As shown in Figure 17, both trends and seasonality are
evident. Despite the COVID period, sales remained strong.

FIGURE 17. Evolution of Sales over Time for Product E 75

The fourth-most sold product is Q 6. As shown in Figure 18, the series exhibits a downward
trend along with seasonality. During the COVID period, a noticeable decline in sales is evident.

FIGURE 18. Evolution of Sales over Time for Product Q 6

The fifth-most sold product, and the last one in this study, is E 100. As shown in Figure 19,
there appears to be no discernible trend, but the plot suggests the possibility of seasonality.
During the COVID period, there was a significant drop in sales that has not yet recovered.
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FIGURE 19. Evolution of Sales over Time for Product E 100

At this stage, it was also explored whether applying logarithmic transformations would
bring the distribution of the data closer to a normal distribution, aiming to reduce asymmetry
and variance. For the five products analyzed, the conclusion was consistent: the logarithmic
transformation actually accentuated the asymmetry, as shown in Appendix B. Therefore, the
logarithmic transformation was not retained.

4.4.2. Stationary Process

To investigate the presence of trend and seasonality in the series, a decomposition was per-
formed, and the resulting components are presented in Appendix C. Additionally, the Aug-
mented Dickey-Fuller (ADF) test was applied to assess stationarity. The ADF test is a hypoth-
esis test where the null hypothesis posits the existence of a unit root, indicating that the series
is non-stationary. Using a significance level (denoted by α) of 0.05, the p-value obtained from
the test must be less than α to reject the null hypothesis, thereby concluding that the series is
stationary. The conclusions regarding the presence of trend, seasonality, and stationarity are
summarized in Table 3.

Product Trend Seasonality
Raw ADF

p-value
Differentiations

Final ADF
p-value

Q 75

Stochastic
Trend

Yes

0.9628
1 lag for trend

12 lags for seasonality

7.0984e-6
Q 100 0.7191 0.0078
E 75 0.9646 0.0002
Q 6 0.8353 0.0053

E 100 0.5547 7.1275e-5

TABLE 3. Analysis of Trend, Seasonality, and Differencing in the Product Series

4.4.3. Autocorrelations

With the series made stationary, the correlations between a data point and its previous values
were analyzed. This was done by computing the Autocorrelation Function (ACF) and the Partial
Autocorrelation Function (PACF). The ACF measures the overall correlation between a point
and a past value, capturing both direct and indirect effects of intermediate lags. In contrast, the
PACF isolates the direct correlation between a point and a specific lag, removing the influence
of the intermediate values, providing the partial correlation at that lag.
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The purpose of computing these correlations is not only to understand how a point relates
to its past values, but also to guide the modeling process for certain time series models, such as
ARMA models and their variations, which are applied in this study.

Across all five products, consistent behaviors were observed in the analyses, leading to
the same conclusions. The analyses, detailed in Appendix D, show that the ACF revealed
a significant peak at lag 1 followed by a sharp decline. Meanwhile, the PACF displayed a
more gradual decay, with three significant peaks identified for product Q 100 and two for the
other products. This relationship between the ACF and PACF results supports the conclusion
that there is an MA(1) component, indicating a Moving Average with a lag of 1, where the
parameter 1 corresponds to the number of significant lags identified in the ACF. The number
of peaks identified in the PACF corresponds to the possible lag values to consider for the AR
component: from 1 to 3 for product Q 100, and from 1 to 2 for the other products.

4.5. Exogenous Variables

The identification of exogenous variables was guided by the findings from the literature review
and the availability of relevant data for Portugal. Additionally, was tested house prices and
Portugal Stock Index (PSI).

In the weather domain, the following variables were considered: maximum temperature felt,
the minimum temperature felt, the average temperature felt, humidity, precipitation, probability
of precipitation, wind gust, wind speed, cloud cover, and solar radiation. Given the available
data, weather information specific to Lisbon was used for the analysis.

In the economic field, the variables tested were unemployment, CPI, CCI, GDP, PPI, IPI,
PSI, house price, interest rate, oil price, and transportation distance (the total distance traveled
by cargo trucks).

These variables were also processed, involving transformations like resampling to a monthly
frequency to align with the sales frequency; converting dates with month names into numeric
DateTime variables and removing extra rows on excel files. The methods used to resample the
variables that require it are listed in Table 4.

Variable
Original
Frequency

Resampling Method

GDP Quarterly Linear interpolation

PSI Daily
Downloaded as monthly
(source uses last value of the month)

House Price Quarterly Linear interpolation
Oil Price Daily First value of each month
Transportation Distance Quarterly Linear interpolation
Weather Variables Daily Average

TABLE 4. Resampling Methods Applied to Necessary Variables
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4.5.1. Feature Reduction

Correlations were first calculated within each domain separately, and then combined to
simplify the analysis. This resulted in individual correlation matrices for weather and eco-
nomic variables, followed by a general matrix that combines both domains, already filtered for
multicollinearity, along with the transport distance variable. To identify strong correlations, a
common threshold of an absolute value of 0.7 was used

4.5.1.1. Weather Variables Beginning with the weather variables, their correlation matrix
is displayed in Figure 20. The resultant strong correlations are further identified in Table 5,
which also includes the count of strong correlations for the variable in the ”Var 1” column.

FIGURE 20. Correlations Between Weather Variables

Var 1 Var 2
Coefficient
Value

Counts for
Var 1

temperature solarradiation 0.7521 1
humidity precipprob 0.7803

3humidity cloudcover 0.7457
humidity solarradiation -0.7308
precip precipprob 0.7971 1
precipprob humidity 0.7803

3precipprob precip 0.7971
precipprob cloudcover 0.7721
cloudcover humidity 0.7457

2
cloudcover precipprob 0.7721
solarradiation temperature 0.7520

2
solarradiation humidity -0.7308

TABLE 5. Strong Correlations Present In Weather Variables

To determine which variables to remove, the following criteria were used: the number of
variables with which each variable is highly correlated, domain knowledge, and variance.

Given this, humidity was removed due to its high correlation with three variables. Similarly,
the probability of precipitation was excluded because it is redundant with precipitation and has
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three strong correlations. Consequently, only the strong correlation between solarradiation and
temperature remains, with a preference for temperature based on findings from the literature
review. This leads to the following weather variables being selected: temperature, precipitation,
wind gust, wind speed and cloud cover.

4.5.1.2. Economic Variables Moving to economic variables, it was obtained the correlation
matrix present in Figure 21, where the same criteria was used, so to support it, there is also a
table for strong correlations in Table 6.

FIGURE 21. Correlations Between Economic Variables

Var 1 Var 2
Coefficient
Value

Counts for
Var 1

unemployment gdp -0.7645
3unemployment house price -0.8603

unemployment interest rate 0.7196
cpi ppi 0.8566 1
gdp unemployment -0.7645

3gdp ppi 0.8902
gdp house price 0.9154
ppi cpi 0.8566

3ppi gdp 0.8902
ppi house price 0.7656
house price unemployment -0.8603

3house price gdp 0.9154
house price ppi 0.7656
interest rate unemployment 0.7196 1
oil price psi 0.7803 1
psi oil price 0.7803 1

TABLE 6. Strong Correlations Present In Economic Variables

Following the criteria, the focus was on the variables with the highest number of strong
correlations. Unemployment, GDP, PPI, and house price each had 3 strong correlations. The
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decision was made to remove PPI first, as the literature suggests it only affects specific cases.
This removal left unemployment with 3 strong correlations, so it was the next variable to be
excluded. After these removals, only two strong relationships remained: between GDP and
house price, where GDP was retained due to its relevance in the literature, and the relationship
between oil price and PSI, where PSI was chosen to remain due to its higher variance. This
leads to selecting the following economic variables: CPI, ICC, GDP, IPI, interest rate, and PSI.

4.5.1.3. Combined Variables Finally, both sets of variables were combined, along with
transport distance, and the correlation between all variables was calculated. The results are
shown in Figure 22. This time, no further strong correlations were identified, so the final list of
variables to test for causality on the products consists of: temperature, precipitation, wind gust,
wind speed, cloud cover, CPI, ICC, GDP, IPI, interest rate, PSI, and transport distance.

FIGURE 22. Correlations Between Weather Variables

4.5.2. Causalities

Calculating the causality of exogenous variables on the target SKUs provides a measure of the
influence these variables may have on predicting the target SKU. To evaluate this, Granger
causality was applied, which is a hypothesis test where if the test result is below a certain
threshold, the null hypothesis is rejected, indicating that the exogenous variable has potential
predictive power over the target - more theorethical details on section 3.2. For this analysis, a
more permissive significance threshold (α = 0.15) was chosen. Before calculating the causality,
the exogenous variables were differed each, until it got stationary. The Granger causality test
results are presented in Figure 23, and the associated exogenous variables to each SKU, based
on the threshold, are present on Table 7.

FIGURE 23. Causality Matrix Between Exogenous Variables and SKUs
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Q 75 Q 100 E 75 Q 6 E 100
temperature x x

precipitation x x

windgust x x x

windspeed x x

cloudcover x x x

unemployment x x x x

icc x x x

ppi x

ipi x x x

psi x x x

transport distance x x

TABLE 7. Variables Associated with Each SKU Based on Causality Analysis
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CHAPTER 5

Modeling

With the problem stated, and a better understanding of the data on hold, it is now possible to
start modeling the data and find answers to the problem in hands.

This phase begins with the baseline models, developed using SARIMA, and then progresses
to the experimental models, including SARIMAX and Gradient Boosting Machines.

5.1. Baseline (SARIMA)

Before testing different models, it is crucial to establish a baseline to provide reference values
for comparison with the results of other models, allowing for the evaluation of their perfor-
mance. In this study, the baseline model chosen is SARIMA.

To identify the optimal parameters for SARIMA, the auto-arima function from pmdarima
was used, specifying potential values for the AR and MA components based on the analysis
detailed in subsection 4.4.3. For each product, a separate model was built for each prediction
horizon (3, 6, and 12 months). In addition to fitting the SARIMA model suggested by auto-
arima, a recursive forecast was also generated based on the selected model. Model evaluation
was performed using Root Mean Squared Error (RMSE) as the primary metric, with Mean
Absolute Percentage Error (MAPE) included to provide a relative perspective on error. A 4-
fold cross-validation (CV) was also applied to assess the model’s generalization capability. The
best model was selected based on the RMSE obtained from cross-validation, as it quantifies the
generalization potential. The best model for each specified period is highlighted in the result
tables to make it easier to identify.

Starting with the first product, Q 75, we can observe that for the 3 and 6-month horizons, the
direct forecast presents the best results. This can be explained by the seasonality pattern in the
time series and the short-term predictability power of the SARIMA model. For the 12-month
prediction window, the recursive forecast achieved better results, as shown in Table 8, being a
longer interval SARIMA loose predictability power and a rolling window 1-point recursive rule
is beneficial.
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Model
Forecast
Period

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMA(1,1,1)(0,1,2)[12] 3 926.69 920.27 0.525 0.009
SARIMA(1,1,1)(0,1,2)[12]

Recursive
3 951.40 945.14

1708.00
0.522 -0.007

SARIMA(1,1,1)(1,1,1)[12] 6 1020.48 948.96 0.873 -0.750
SARIMA(1,1,1)(1,1,1)[12]

Recursive
6 1053.67 976.26

2960.25
0.688 -0.066

SARIMA(1,1,1)(1,1,1)[12] 12 1024.06 1117.83 0.781 -0.135
SARIMA(1,1,1)(1,1,1)[12]

Recursive
12 971.97 1002.26

3364.63
0.758 -0.057

TABLE 8. Baseline Results for Product Q 75

For product Q 100, the recursive approach yielded better results in cross-validation for all
cases; however, for the 3- and 6-month periods, the non-recursive RMSE showed lower error,
as presented in Table 9.

Model
Forecast
Period

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMA(0,1,1)(0,1,1)[12] 3 143.28 465.79 -0.079 0.516
SARIMA(0,1,1)(0,1,1)[12]

Recursive
3 148.79 442.06

197.56
0.030 0.291

SARIMA(1,1,1)(0,1,1)[12] 6 472.16 443.78 0.799 -0.724
SARIMA(1,1,1)(0,1,1)[12]

Recursive
6 507.89 418.06

468.56
0.006 0.291

SARIMA(1,1,1)(0,1,1)[12] 12 619.77 556.12 -5.751 6.337
SARIMA(1,1,1)(0,1,1)[12]

Recursive
12 471.45 480.94

547.22
-0.096 0.629

TABLE 9. Baseline Results for Product Q 100

For product E 75, the recursive prediction was more effective for the 6 and 12-months
horizons, as presented in Table 10.
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Model
Forecast
Period

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMA(0,1,1)(0,1,1)[12] 3 294.55 362.73 0.479 -0.021
SARIMA(0,1,1)(0,1,1)[12]

Recursive
3 320.08 370.96

474.17
0.453 -0.051

SARIMA(0,1,1)(0,1,1)[12] 6 360.23 368.09 0.858 -0.770
SARIMA(0,1,1)(0,1,1)[12]

Recursive
6 355.83 354.42

823.00
0.670 -0.119

SARIMA(0,1,1)(0,1,1)[12] 12 416.79 406.80 0.711 -0.210
SARIMA(0,1,1)(0,1,1)[12]

Recursive
12 372.13 358.88

968.13
0.698 -0.107

TABLE 10. Baseline Results for Product E 75

For product Q 6, the recursive prediction was more effective for 6-month and 12-month
period, as presented in Table 11.

Model
Forecast
Period

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMA(2,1,0)(2,1,0)[12] 3 142.44 86.77 0.202 0.109
SARIMA(2,1,0)(2,1,0)[12]

Recursive
3 164.20 94.80

176.89
0.099 0.070

SARIMA(2,1,0)(0,1,1)[12] 6 129.07 122.47 0.654 -0.440
SARIMA(2,1,0)(0,1,1)[12]

Recursive
6 130.89 106.54

220.40
0.559 0.178

SARIMA(2,1,0)(2,1,0)[12] 12 102.74 181.83 0.752 -0.144
SARIMA(2,1,0)(2,1,0)[12]

Recursive
12 103.27 126.71

303.62
0.740 -0.019

TABLE 11. Baseline Results for Product Q 6

For product E 100, recursive forecasting proved to be the best approach for all periods, as
shown in Table 12.
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Model
Forecast
Period

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMA(0,1,1)(0,1,1)[12] 3 44.54 98.77 -7.597 8.424
SARIMA(0,1,1)(0,1,1)[12]

Recursive
3 42.30 90.77

40.22
-2.059 2.159

SARIMA(0,1,1)(0,1,1)[12] 6 62.84 119.47 0.785 -0.732
SARIMA(0,1,1)(0,1,1)[12]

Recursive
6 67.72 93.03

67.67
0.165 0.034

SARIMA(1,1,1)(0,1,1)[12] 12 168.02 176.45 5.355 -4.355
SARIMA(1,1,1)(0,1,1)[12]

Recursive
12 98.88 144.50

117.61
-0.034 0.494

TABLE 12. Baseline Results for Product E 100

5.2. SARIMAX

The first model tested is SARIMAX, similar to the SARIMA model used in the baseline but
with the addition of exogenous variables, as indicated by the ”X” in SARIMAX. The goal is to
improve performance by including these explanatory variables.

Although a causality study was conducted, the variables may still lack a significant effect
on the model. Therefore, a model was built for each product with one variable at a time, and
a Z-test p-value was evaluated to assess the variable’s impact on prediction accuracy. An α

level of 0.10 was used, indicating that p-values below this threshold suggest the variable has a
meaningful effect on the prediction.

For product Q 75, the variable ’icc’ was identified as the only significant predictor for the
3-month and 6-month periods, with a p-value of 0.064 and 0.066, respectively, while ’gdp’
was the sole impactful variable for the 12-month period, with a p-value of 0.056. Recursive
forecasting showed improved results only for the 12-month period, as presented in Table 13.
All p-values from the Z-test are presented in annex in Table 31.

Model
Forecast
Period

Exogenous RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMAX(1, 1, 1)x(0, 1, [1, 2], 12) 3 icc 856.90 859.03 0.504 0.111
SARIMAX(1, 1, 1)x(0, 1, [1, 2], 12)

Recursive
3 icc 862.01 950.92

1708.00
0.508 0.090

SARIMAX(1, 1, 1)x(1, 1, 1, 12) 6 icc 968.78 1012.93 0.728 -0.098
SARIMAX(1, 1, 1)x(1, 1, 1, 12)

Recursive
6 icc 1412.60 1231.94

2960.25
0.485 0.142

SARIMAX(1, 1, 1)x(1, 1, 1, 12) 12 gdp 1142.43 1232.98 0.770 -0.175
SARIMAX(1, 1, 1)x(1, 1, 1, 12)

Recursive
12 gdp 941.49 1207.09

3364.63
0.755 -0.001

TABLE 13. SARIMAX Results for Product Q 75
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For product Q 100, ’gdp’ was identified as the only significant predictor for the 3-month and
6-month periods, with p-values of 0.002 and 0.001, respectively, while ’temperature’ was the
sole impactful variable for the 12-month period, with a p-value of 0.023. Recursive forecasting
showed improved results only for the 6-month period, as shown in Table 14. All p-values from
the Z-test are presented in annex in Table 32.

Model
Forecast
Period

Exogenous RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMAX(3, 1, 1)x(0, 1, 1, 12) 3 gdp 361.25 455.54 3.337 -2.337
SARIMAX(3, 1, 1)x(0, 1, 1, 12)

Recursive
3 gdp 308.75 388.62

197.56
-0.632 0.283

SARIMAX(3, 1, 1)x(0, 1, 1, 12) 6 gdp 603.13 426.71 -2.470 2.903
SARIMAX(3, 1, 1)x(0, 1, 1, 12)

Recursive
6 gdp 632.88 477.65

468.56
0.178 -0.154

SARIMAX(3, 1, 0)x(0, 1, [1], 12) 12 temperature 477.91 491.25 0.369 -0.090
SARIMAX(3, 1, 0)x(0, 1, [1], 12)

Recursive
12 temperature 1512.61 1424.16

547.22
0.297 -0.703

TABLE 14. SARIMAX Results for Product Q 100

Product E 75 stood out as the only product with multiple influential variables. For the
3-month period, both GDP and PSI were significant, with p-values of 0.002 and 0.017, respec-
tively. In the 6- and 12-month periods, GDP lost significance and was replaced by ICC, with
p-values of 0.030 and 0.001, while PSI remained significant, with p-values of 0.013 and 0.008,
respectively. Since two significant variables were identified per period, three models were de-
veloped for each period: one with both variables and one with each variable separately, totaling
18 models. Recursive forecasting was most effective for the 3- and 6-month periods with both
variables, whereas in the 12-month period, a single-variable model using ’icc’ performed best
without recursive forecasting. Results for the best models are shown in Table 15, and all p-
values from the Z-test are listed in annex in Table 33.
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Model
Forecast
Period

Exogenous RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 3
gdp
psi

323.02 406.67 0.520 -0.204

SARIMAX(0, 1, 1)x(0, 1, 1, 12)
Recursive

3
gdp
psi

319.80 345.29
474.17

0.490 -0.167

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 6
psi
icc

340.89 339.55 0.700 -0.187

SARIMAX(0, 1, 1)x(0, 1, 1, 12)
Recursive

6
psi
icc

362.06 321.31
823.00

0.620 -0.045

SARIMAX(1, 1, 2)x(0, 1, [1], 12) 12 icc 328.42 331.28 0.679 0.058
SARIMAX(1, 1, 2)x(0, 1, [1], 12)

Recursive
12 icc 514.32 466.82

968.12
0.275 0.576

TABLE 15. SARIMAX Results for Product E 75

For product Q 6, the variable ’psi’ was found to influence predictions in the 3-month and
12-month periods, with p-values of 0.071 and 0.084, respectively. For the 6-month period,
however, no variable reached statistical significance, so ’gdp,’ which had the lowest AIC, was
tested instead. The best model for the 6-month period is highlighted in a distinct tone due to
this unique selection. Recursive forecasting showed improved results in the 3-month period, as
detailed in Table 16. All p-values from the Z-test are summarized in annex in Table 34.

Model
Forecast
Period

Exogenous RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 3 psi 171.34 78.55 -0.204 0.856
SARIMAX(0, 1, 1)x(0, 1, 1, 12)

Recursive
3 psi 151.11 73.78

176.89
0.158 0.166

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 6 gdp* 130.46 122.61 0.591 0.350
SARIMAX(0, 1, 1)x(0, 1, 1, 12)

Recursive
6 gdp* 119.47 145.33

220.40
0.622 0.143

SARIMAX(2, 1, 1)x(2, 1, [], 12) 12 psi 89.91 127.91 0.760 0.124
SARIMAX(2, 1, 1)x(2, 1, [], 12)

Recursive
12 psi 298.06 207.70

303.62
0.529 -0.423

TABLE 16. SARIMAX Results for Product Q 6. For the 6-month period, the
variable with the lowest AIC was tested, as no significant variables were identi-
fied.

For product E 100, no significant variables were identified for predictions across all time
periods. As a result, the variable with the lowest AIC, ’cloudcover,’ was tested for all three pe-
riods. However, the recursive forecast performed poorly in each case. The results are presented
in Table 17. All p-values from the Z-test are summarized in annex in Table 35.
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Model
Forecast
Period

Exogenous RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 3 67.81 84.67 3.887 -2.887
SARIMAX(0, 1, 1)x(0, 1, 1, 12)

Recursive
3 75.65 88.67

40.22
-1.016 0.197

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 6 68.68 94.75 0.153 0.098
SARIMAX(0, 1, 1)x(0, 1, 1, 12)

Recursive
6 255.87 235.71

67.67
0.259 -0.717

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 12 99.00 160.73 -0.725 1.310
SARIMAX(0, 1, 1)x(0, 1, 1, 12)

Recursive
12

cloudcover*

358.44 338.23
117.61

0.224 -0.711

TABLE 17. SARIMAX Results for Product E 100. For all time periods, the
variable with the lowest AIC was tested, as no significant variables were identi-
fied.

5.3. XGBM

The final family of models tested was Extreme Gradient Boosting Machines (XGBM), chosen
for their resilience to the limited amount of training data available. Using Gradient Boost-
ing Machines shifts the forecasting approach to a regression framework, which removes direct
dependencies on date order. To preserve temporal context, additional time-based features are
created, including extracted values for month, year, and quarter from the date. Lagged features
are also added to capture seasonality, including a 12-month lag and shorter lags ranging from 1
month to the number of significant peaks observed in the PACF for each product.

As in previous forecasts, Cross-Validation was applied to assess the models’ generalization
performance. Additionally, Cross-Validation was used during grid search to identify the optimal
hyper-parameters for each model, by testing a set of values on: n estimators, learning rate,
subsample and max depth. Max depth was the only set of values varying between products,
such that it starts from value 3, in intervals of 2, until about 75% of the number of features
being used - accounting with time features - and as so, the respective set of values used can be
analyzed in Table 18, while the other parameters can be found in Table 19.

Product
Columns
Count

max depth

Q 75 12 [3,5,7,9]
Q 100 10 [3,5,7]
E 75 12 [3,5,7,9]
Q 6 10 [3,5,7]
E 100 13 [3,5,7,9]

TABLE 18. Range of values tested for max depth for each product
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Variable Values
n estimators [50, 100, 200, 300]
learning rate [0.1, 0.01, 0.001]
subsample [0.5, 0.7, 1]

TABLE 19. List of common product parameters with values for GridSearch tuning

Starting with Product Q 75, the obtained parameters and their results can be examined in
Table 20. Additionally, feature importance across different periods can be analyzed in Figure 24.
The top four features identified included the same variables but were ranked differently for the
3-month period, namely: the data point from one year ago (lag 1y), month, year, and IPI, while
quarter information had no impact on the model.

Forecast
Period

Model
Parameters

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

3

learning rate: 0.1
max depth: 3
n estimators: 100
subsample: 0.5

972.75 1120.40 1708.00 0.525 -0.010

6

learning rate: 0.1
max depth: 3
n estimators: 300
subsample: 0.5

1282.50 1155.68 2960.25 0.680 -0.107

12

learning rate: 0.1
max depth: 3
n estimators: 100
subsample: 0.5

1373.98 1243.56 3364.63 0.716 -0.184

TABLE 20. XGBM Models Results for Product Q 75
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FIGURE 24. Features Importance for Product Q 75

For product Q 100, the obtained parameters and their results can be observed in Table 21.
Additionally, feature importance across different periods can be analyzed in Figure 25. Value of
the past year was the feature with most importance in all periods, and besides this variable, the
4 most important across periods, counted always with: year, month and the value of previous
month. Quarter information, once again, showed no impact on the models.

Forecast
Period

Model
Parameters

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

3

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 0.7

459.41 707.50 197.56 0.313 -0.687

6

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 0.5

477.26 673.59 468.56 0.305 -0.085

12

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 0.7

377.17 639.33 547.22 0.447 0.167

TABLE 21. XGBM Models Results for Product Q 100
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FIGURE 25. Features Importance for Product Q 100

For product E 75, the obtained parameters and their results can be examined in Table 22.
Additionally, feature importance across different periods can be analyzed in Figure 26. Interest-
ingly, for 6-month period, it was used a higher max depth of 9, compared to previous models.
The top 3 most influential features were the same through all the periods: the value of last
year, year, and month, just varying the two leading variables between the first two. Quarter
information kept showing no impact on the models.

Forecast
Period

Model
Parameters

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

3

learning rate: 0.1
max depth: 3
n estimators: 300
subsample: 0.5

312.06 407.70 474.17 0.375 0.107

6

learning rate: 0.1
max depth: 9
n estimators: 200
subsample: 0.5

347.61 408.54 823.00 0.693 -0.085

12

learning rate: 0.1
max depth: 7
n estimators: 200
subsample: 0.7

445.16 406.25 968.12 0.639 -0.110

TABLE 22. XGBM Models Results for Product E 75
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FIGURE 26. Features Importance for Product E 75

For product Q 6, the obtained parameters and their results can be examined in Table 23.
Additionally, feature importance across different periods can be analyzed in Figure 27. The top
3 most influential features — year, value from last year, and month — remained consistent in
both presence and ranking across all periods. Interestingly, the year variable had a low influence
on this product, even becoming non-significant in the 12-month period. This contrasts with
previous products, where year was the most influential feature, consistently topping the chart.
Quarter information kept showing no impact on the models.

Forecast
Period

Model
Parameters

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

3

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 0.7

175.21 164.82 176.89 0.288 -0.261

6

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 0.5

142.20 156.86 220.40 0.545 -0.230

12

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 1

127.87 153.64 303.62 0.713 -0.161

TABLE 23. XGBM Models Results for Product Q 6
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FIGURE 27. Features Importance for Product Q 6

For product E 100, the obtained parameters and their results can be examined in Table 24.
Additionally, feature importance across different periods can be analyzed in Figure 28. The top
3 most influential features — value from last year, value from last month and month — remained
consistent in both presence and ranking across all periods. Quarter information continued to
show no impact on the models, and with this being the final product analysis, it proved to be a
non-informative variable in every case.

Forecast
Period

Model
Parameters

RMSE
RMSE
(CV)

Average
(Test)

TISP BIAS

3

learning rate: 0.01
max depth: 3
n estimators: 300
subsample: 0.5

62.42 251.40 40.22 0.408 -0.592

6

learning rate: 0.01
max depth: 3
n estimators: 200
subsample: 0.5

121.22 241.06 67.67 0.395 -0.605

12

learning rate: 0.1
max depth: 3
n estimators: 50
subsample: 0.5

84.94 244.14 117.61 0.530 -0.097

TABLE 24. XGBM Models Results for Product E 100
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FIGURE 28. Features Importance for Product E 100

Following the predictions and the assessment of the most significant features for each model,
the top five features from each model were compiled, and their occurrences were counted for
analysis by period, as well as overall across all periods. As shown in Figure 29, the three most
frequent features in each period remained consistent: month, value from the previous year, and
year.

FIGURE 29. Most Important Features for Each Period
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When examining the overall results across the three merged periods, in addition to the top
three features previously mentioned, several other variables emerged with more than one oc-
currence. These include past values from one and two months prior, as well as IPI, GDP, and
notably, cloud cover, as illustrated in Figure 30.

FIGURE 30. Most Important Features Through All Periods

5.4. Comparisons and Selections

After completing the baseline predictions with SARIMA, along with the tests using SARIMAX
and Gradient Boosting Machines, we can now compare model performance across products and
time periods. This comparison will help identify the best-performing model for each scenario
and assess how SARIMAX and GBMs performed relative to the baseline. For each product,
a table presents the best model achieved within each model type for each time period, and the
best model for the product on a given period, is highlighted in yellow.

Beginning with Q 75, as shown in Table 25, SARIMAX performs best for the 3-month pre-
diction, while XGBMs did not surpass the baseline. For the 6-month and 12-month predictions,
the baseline model achieved the highest accuracy, followed by SARIMAX and then XGBMs.
Taking in account the best models selected on the table for this product, only one model is using
an exogenous variable, which is ICC on the 3-month period.
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Model
Forecast
Period

Average
(Test)

RMSE
(CV)

SARIMA(1,1,1)(0,1,2)[12] 920.27
SARIMAX(1, 1, 1)x(0, 1, [1, 2], 12) 859.03
XGBM

3 1708.00
1120.40

SARIMA(1,1,1)(1,1,1)[12] 948.96
SARIMAX(1, 1, 1)x(1, 1, 1, 12) 1012.93
XGBM

6 2960.25
1155.68

SARIMA(1,1,1)(1,1,1)[12]
Recursive

1002.26

SARIMAX(1, 1, 1)x(1, 1, 1, 12)
Recursive

1207.09

XGBM
12 3364.63

1243.56

TABLE 25. Comparison of Models Evaluation on Q 75

Moving to product Q 100, the table in Table 26 shows the same outcomes as the previous
product, where the baseline has better results on both 6-month and 12-month periods, while for a
3-month period SARIMAX has the best result. XGBMs, once again had the worst performance
in all cases. From the best-identified models, only the variable GDP is used in the 3-month
period.

Model
Forecast
Period

Average
(Test)

RMSE
(CV)

SARIMA(0,1,1)(0,1,1)[12]
Recursive

442.06

SARIMAX(3, 1, 1)x(0, 1, 1, 12)
Recursive

388.62

XGBM
3 197.56

707.50

SARIMA(1,1,1)(0,1,1)[12]
Recursive

418.06

SARIMAX(3, 1, 1)x(0, 1, 1, 12) 426.71
XGBM

6 468.56
673.59

SARIMA(1,1,1)(0,1,1)[12]
Recursive

480.94

SARIMAX(3, 1, 0)x(0, 1, [1], 12) 491.25
XGBM

12 547.22
639.33

TABLE 26. Comparison of Models Evaluation on Q 100

Examining a different bottle code through Table 27, reveals a distinct scenario: SARIMAX
achieved the best results across all periods, while for the 12-month period, XGBMs performed
better than the baseline. The top-performing models include the variables GDP, PSI, and ICC.
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Model
Forecast
Period

Average
(Test)

RMSE
(CV)

SARIMA(0,1,1)(0,1,1)[12] 362.73
SARIMAX(0, 1, 1)x(0, 1, 1, 12)
Recursive

345.29

XGBM
3 474.17

407.70
SARIMA(0,1,1)(0,1,1)[12]
Recursive

354.42

SARIMAX(0, 1, 1)x(0, 1, 1, 12)
Recursive

321.31

XGBM
6 823.00

408.54
SARIMA(0,1,1)(0,1,1)[12] 406.80
SARIMAX(1, 1, 2)x(0, 1, [1], 12) 331.28
XGBM

12 968.12
406.25

TABLE 27. Comparison of Models Evaluation on E 75

Returning to group code Q, specifically Q 6, the same conclusions regarding the best model
types were observed as with the other products of this bottle code. Looking at Table 28, SARI-
MAX outperformed the others in the 3-month period, while the baseline remained the top option
for both the 6-month and 12-month periods. XGBMs, on the other hand, consistently exhibited
the worst performance across all periods. The only variable used on best models, is PSI on the
3-month period.

Model
Forecast
Period

Average
(Test)

RMSE
(CV)

SARIMA(2,1,0)(2,1,0)[12] 86.77
SARIMAX(0, 1, 1)x(0, 1, 1, 12)
Recursive

73.78

XGBM
3 176.89

164.82

SARIMA(2,1,0)(0,1,1)[12]
Recursive

106.54

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 122.61
XGBM

6 220.40
156.86

SARIMA(2,1,0)(2,1,0)[12]
Recursive

126.71

SARIMAX(2, 1, 1)x(2, 1, [], 12) 127.91
XGBM

12 303.62
153.64

TABLE 28. Comparison of Models Evaluation on Q 6

On E 100, as observed in Table 29, there’s a similar pattern of best models as in products of
group code Q, where SARIMAX is the best model for the 3-month period, using the variable
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of cloud cover, while the baseline is the best model for the remaining periods. Once again,
XGBMs have the worst performance in all the periods.

Model
Forecast
Period

Average
(Test)

RMSE
(CV)

SARIMA(0,1,1)(0,1,1)[12]
Recursive

90.77

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 84.67
XGBM

3 40.22
251.40

SARIMA(0,1,1)(0,1,1)[12]
Recursive

93.03

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 94.75
XGBM

6 67.67
241.06

SARIMA(1,1,1)(0,1,1)[12]
Recursive

144.50

SARIMAX(0, 1, 1)x(0, 1, 1, 12) 160.73
XGBM

12 117.61
244.14

TABLE 29. Comparison of Models Evaluation on E 100

In conclusion, XGBMs consistently had the lowest performance, while the best models
alternated between SARIMA models with and without exogenous variables. The variables uti-
lized in these top-performing models included GDP, PSI, ICC, and cloud cover.
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CHAPTER 6

Conclusion

The primary objective of this study was to forecast the sales volume of spirit drinks in the off-
trade channel of a company, over three different time periods—3, 6, and 12 months—while also
identifying external factors that influence sales. The significance of this study lies not only in its
potential business applications—enhancing forecasts beyond the current manual methods used
by the company—but also in its contribution to the literature. By analyzing the sales of alcoholic
beverages from a manufacturer’s perspective within the off-trade channel, this research provides
unique insights that are rarely explored in existing literature. Furthermore, it acknowledges the
existence of intermediaries and the variability of retailer policies as indirect factors that may
influence sales outcomes.

To accomplish this, an initial Exploratory Data Analysis was conducted to gain insights into
the context of the variables, followed by a direct analysis of sales behavior for each product.
For instance, the impact of COVID-19 was specifically examined. Only after gaining a better
understanding of the data were the models developed, and potential exogenous variables were
tested.

The resultant models varied between SARIMA and SARIMAX, and the exogenous vari-
ables observed were: GDP, PSI, ICC, and cloud cover.

6.1. Models Reflections

Three types of models were employed to analyze the sales data: SARIMA, SARIMAX, and
XGBoost. In addition to discussing the performance of these models, this section reflects on
various factors that may have contributed to results that deviated from expectations, as well as
the prevailing conditions that influenced these outcomes.

Firstly, the dataset comprised a limited set of 132 observations for each product, which poses
significant challenges for a deep learning model to effectively capture patterns. Such models
are typically recommended in the literature for their ability to yield better results and detect
non-linear patterns. This limitation may explain the inferior performance of the XGB models;
however, it is noteworthy that in some instances, their results were relatively close to those of
the other models (as referenced in section 5.4).

Regarding the exogenous variables, temperature was anticipated to significantly influence
sales, as discussed in the dedicated section on weather in the literature review (2.3.1), which
highlighted its effects. I suggest two potential reasons for the observed lack of impact in this
study: first, the weather dataset is limited to the city of Lisbon, which may not accurately
reflect weather patterns across the entire country; second, the use of monthly data aggregates
temperature readings, potentially obscuring any nuanced effects that might manifest on a more
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granular level. Consequently, the influence of temperature may not be evident when analyzed
at a monthly scale, as typically literature studies were done with daily or weekly data.

In terms of sales data, it was not made an outlier analysis, which would be important, es-
pecially because of Covid, which had a negative effect on two products, as was seen in subsec-
tion 4.4.1.

6.2. Future Work

While this study did an extensive search, especially on the literature review and exploratory data
analysis part, there are still factors that could be done to further improve the model’s results and
capture variables affecting the sales; some aspects come from the previous section.

Given no outlier analysis was done, this could be the start point. In terms of products, it was
only analyzed the top 5 most sold, so there are more products to be analyzed, and an original
thought I had was to create clusters with products to help with the predictions. In terms of sales
data, it would be useful to have a more granular data, in terms of time, but that is not possible,
nonetheless, data from marketing events could help the predictions.

From exogenous variables, it could be tried to summarize national weather, and tourism is
also a field to explore, as it was a factor mentioned at the board meeting.
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APPENDIX A

Additional Data Tables

SKU Count Mean
Standard
Deviation

Minimum Q1 Q2 Q3 Maximum

Q 75 132 2930.947 1524.546 341.500 1786.250 2810.000 3837.000 6797.500
Q 100 132 1224.397 899.455 10.667 542.833 947.333 1905.333 3726.667

E 75 132 861.606 483.154 39.000 499.875 797.250 1181.250 1980.000
Q 6 132 480.399 233.670 19.733 319.267 439.333 605.067 1285.133

E 100 132 317.168 283.786 4.667 106.167 207.667 438.333 1146.667

TABLE 30. Statistical Measures of Target Products
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APPENDIX B

Data Distribution on Histograms

FIGURE 31. Data Distribution of Product Q 75 before and after applying logarithm

FIGURE 32. Data Distribution of Product Q 100 before and after applying logarithm
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FIGURE 33. Data Distribution of Product E 75 before and after applying logarithm

FIGURE 34. Data Distribution of Product Q 6 before and after applying logarithm

FIGURE 35. Data Distribution of Product E 100 before and after applying logarithm
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APPENDIX C

Series Decompositions

FIGURE 36. Decomposition of product Q 75

FIGURE 37. Decomposition of product Q 100
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FIGURE 38. Decomposition of product E 75

FIGURE 39. Decomposition of product Q 6
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FIGURE 40. Decomposition of product E 100
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APPENDIX D

Autocorrelation and Parcial Autocorrelation Analysis

FIGURE 41. Autocorrelation and Partial Autocorrelation on Q 75 time series

FIGURE 42. Autocorrelation and Partial Autocorrelation on Q 100 time series

FIGURE 43. Autocorrelation and Partial Autocorrelation on E 75 time series
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FIGURE 44. Autocorrelation and Partial Autocorrelation on Q 6 time series

FIGURE 45. Autocorrelation and Partial Autocorrelation on E 100 time series
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APPENDIX E

SARIMAX

variable 3M 6M 12M
windgust 0.317 0.226 0.308
windspeed 0.292 0.204 0.304
cloudcover 0.999 0.817 0.880
cpi 0.569 0.721 0.175
icc 0.064 0.066 0.109
gdp 0.396 0.173 0.056
ipi 0.832 0.984 0.614
psi 0.363 0.366 0.396

TABLE 31. Z-Test Results for Product Q 75 Models with Individual Exogenous
Variables Across Time Periods

variable 3M 6M 12M
temperature 0.780 0.540 0.023
windgust 0.484 0.538 0.643
cpi 0.646 0.972 0.348
gdp 0.002 0.001 0.504
interest rate 0.909 0.941 0.602
transport distance 0.330 0.146 0.312

TABLE 32. Z-Test Results for Product Q 100 Models with Individual Exoge-
nous Variables Across Time Periods

variable 3M 6M 12M
cpi 0.344 0.495 0.498
icc 0.163 0.030 0.001
gdp 0.002 0.913 0.958
ipi 0.352 0.341 0.505
interest rate 0.504 0.577 0.607
psi 0.017 0.013 0.008

TABLE 33. Z-Test Results for Product E 75 Models with Individual Exogenous
Variables Across Time Periods
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variable 3M 6M 12M
precipitation 0.404 0.470 0.463
windgust 0.996 0.433 0.944
windspeed 0.593 0.233 0.243
cloudcover 0.750 0.823 0.777
icc 0.972 0.976 0.843
gdp 0.365 0.392 0.201
ipi 0.990 0.993 0.966
interest rate 0.703 0.749 0.736
psi 0.071 0.863 0.084

TABLE 34. Z-Test Results for Product Q 6 Models with Individual Exogenous
Variables Across Time Periods

variable 3M 6M 12M
temperature 0.934 0.972 0.970
precipitation 0.996 0.915 0.955
cloudcover 0.290 0.302 0.350
cpi 0.889 0.834 0.881
gdp 0.943 0.964 0.976
transport distance 0.734 0.662 0.438

TABLE 35. Z-Test Results for Product E 100 Models with Individual Exogenous
Variables Across Time Periods
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