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Extended abstract  

 

The era of Artificial Intelligence (AI) has changed interactions between businesses and 

users, triggering fundamental inquiries into consumer behavior. Among the various 

applications of AI (metaverse, voice assistants, augmented reality, mixed reality, etc.), this 

work focuses on chatbots as conversational text assistants. A chatbot is defined as a software 

application that engages in a conversation with a human using natural language to respond to 

a consumer’s question in real-time (Rese et al., 2020). Chatbots are commonly employed by 

companies to interact with customers at various touchpoints throughout the customer journey, 

spanning different contexts such as travel, medical services, and retail (Crolic et al., 2022).  

 

CASA (Computers Are Social Actors) paradigm (Nass et al., 1994; Nass & Moon, 

2000; Reeves & Nass, 1996) has been widely adopted in the field of Human-Computer 

Interaction (HCI), positing that users interact with machines as if they were social agents, 
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attributing to them anthropomorphic traits and behaviors. Despite a clear awareness of the non-

human nature of these machines, individuals tend to treat them based on the same social rules 

they would apply in human interactions. This tendency, especially evident in the case of 

chatbots, underscores the importance of understanding how user perceptions towards these 

technologies are formed and influenced (Chen et al., 2023; Nguyen et al., 2023). 

 

There is a call for literature to investigate how to calibrate the communication style 

used by the chatbot to optimize customer service experiences (Bleier et al., 2019; Thomas 

et al., 2018; Xu et al., 2022). Within HCI, especially in communication, task-oriented and 

socially oriented language has been addressed. Task-oriented style where chatbots prioritize 

task efficiency, diligently striving to achieve a successful outcome, conveying competence, 

and frequently utilizing formal conversational elements (Chattaraman et al., 2019). Although 

there is consensus on task-oriented language, a research gap has been identified in social 

language that needs to be investigated. Social-oriented style aim to achieve social goals and 

involve informal and relational exchanges normally with positive expressions. However, some 

literature also includes emotional needs (Xu et al., 2022), or emotional concerns (Chattaraman 

et al., 2019; Maar et al., 2022). Emotional concerns are indicative of emotional language 

because they involve recognizing the user's emotion or concern (Chandra et al., 2022). 

Therefore, there is an integration of both social and emotional components, leading to a mixed 

communication style. This work purposes to provide an in-depth analysis of what is perceived 

as social language and social-emotional (emotional) communication, and how these types of 

languages differently affect the perceived competence of the chatbot. Differentiating between 

social and emotional communication provides a more holistic perspective on how chatbots can 

facilitate more natural and meaningful interactions. 

 

In this context, the Stereotype Content Model (SCM) (Fiske et al., 2002, 2007) gains 

particular interest. This model, applied in the analysis of social interactions among humans, 

distinguishes two fundamental dimensions in social perception: competence and warmth. 

Competence is related to intelligence, efficiency, and capacity whereas warmth is associated 

with friendliness, helpfulness, and trustworthiness (Fiske et al., 2007; Grewal et al., 2020; Kim 

& Hur, 2023). Therefore, this study broadens the evaluation of chatbot competence, 

traditionally focused on utilitarian competence (Choi & Zhou, 2023; Kull et al., 2021), to 

encompass cognitive, social, and emotional competencies (human competencies) (Brown 

et al., 2016; Chandra et al., 2022). 

 

Consequently, the objectives are: (1) to study the differences between social and 

emotional language, and (2) how these languages affect perceptions of the different 

competencies (cognitive, social, and emotional). Figure 1 shows the proposed model. 

 

Figure 1. Proposed model 



 

The methodology involves conducting an online experiment with a between-subjects 

questionnaire design to analyze the relationships showed in Figure 1, utilizing stimuli 

consisting of an interactive conversation between a chatbot and a customer, manipulating social 

versus emotional language types. However, a series of preliminary studies were necessary to 

validate the manipulations. 

 

Three preliminary studies were conducted. The first aimed to identify the main 

attributes associated with each type of communication. With a sample of 88 subjects via 

Prolific (47% men; 53% women; age mean 35.7), it was found that the social attributes are: 

relational, engaging, responsive, and user-friendly, whereas the emotional attributes are: 

compassionate, empathetic, and supportive. Subsequently, to facilitate a between-subjects 

questionnaire experiment, a second preliminary assessed whether scenarios/stimuli are 

perceived differently (social vs emotional). Following the creation of experimental stimuli 

analysis through Linguistic Inquiry and Word Count (LIWC) confirmed that each scenario was 

perceived as social or emotional. For the social behavior LIWC category, the mean score for 

the social scenario was 9.49 (SD = 4.05), which was higher than the mean for the emotional 

scenario, which stood at 2.23 (SD = 2.47). Conversely, in the emotion LIWC category, the 

social scenario yielded a lower mean of 1.19 (SD = 2.06) compared to the emotional scenario, 

which had a mean of 9.84 (SD = 1.69).  Third preliminary study, a between-subjects experiment 

was conducted to validate both scenarios, with a sample of 68 participants sourced from 

Prolific (35 social and 33 emotional; 44% men, 55% women; age mean 38.8). This pretest 

demonstrated that the scenarios are indeed perceived differently. The mean social scale for 

social scenario was 4.99 (SD = 1.09), compared to a mean of 5.25 (SD = 1.03), for emotional 

scenario. Regarding the mean emotional scale for social scenario was 4.46 (SD = 1.18), 

compared to a mean of 4.77 (SD = 1.05) for emotional scenario, suggesting a trend where 

emotional communication is perceived as richer in both social and emotional attributes. Scales 

previously validated in the literature have been used, social scale (van Dolen et al., 2007) and 

emotional scale (Lou et al., 2022; Yim, 2023). 

 

We are currently collecting data for the main analysis, which will evaluate how the type 

of language affects the different perceived competencies. 

 

Theoretically, this study enriches the SCM in HCI by unveiling the differences and 

similarities between social and emotional communication, enhancing comprehension, and 

providing a nuanced exploration of users' cognitive, social, and emotional competence 



perceptions towards chatbots.  Managerially, the findings offer insights for refining chatbot 

communication strategies to enhance customer service by fostering more empathetic and 

engaging interactions, ultimately boosting customer satisfaction and operational efficiency. 

 

 

  



References 

Bleier, A., Harmeling, C. M., & Palmatier, R. W. (2019). Creating Effective Online Customer 

Experiences. Journal of Marketing, 83(2), 98-119. 

https://doi.org/10.1177/0022242918809930 

Brown, S., Fuller, R., & Thatcher, S. (2016). Impression Formation and Durability in Mediated 

Communication. Journal of the Association for Information Systems, 17(9). 

https://doi.org/10.17705/1jais.00436 

Chandra, S., Shirish, A., & Srivastava, S. C. (2022). To Be or Not to Be …Human? Theorizing 

the Role of Human-Like Competencies in Conversational Artificial Intelligence 

Agents. Journal of Management Information Systems, 39(4), 969-1005. 

https://doi.org/10.1080/07421222.2022.2127441 

Chattaraman, V., Kwon, W.-S., Gilbert, J. E., & Ross, K. (2019). Should AI-Based, 

conversational digital assistants employ social- or task-oriented interaction style? A 

task-competency and reciprocity perspective for older adults. Computers in Human 

Behavior, 90, 315-330. https://doi.org/10.1016/j.chb.2018.08.048 

Chen, J., Guo, F., Ren, Z., Li, M., & Ham, J. (2023). Effects of Anthropomorphic Design Cues 

of Chatbots on Users’ Perception and Visual Behaviors. International Journal of 

Human–Computer Interaction, 0(0), 1-19. 

https://doi.org/10.1080/10447318.2023.2193514 

Choi, S., & Zhou, J. (2023). Inducing consumers’ self-disclosure through the fit between 

Chatbot’s interaction styles and regulatory focus. Journal of Business Research, 166, 

114127. https://doi.org/10.1016/j.jbusres.2023.114127 

Crolic, C., Thomaz, F., Hadi, R., & Stephen, A. T. (2022). Blame the Bot: Anthropomorphism 

and Anger in Customer–Chatbot Interactions. Journal of Marketing, 86(1), 132-148. 

https://doi.org/10.1177/00222429211045687 

Fiske, S. T., Cuddy, A. J. C., & Glick, P. (2007). Universal dimensions of social cognition: 

Warmth and competence. Trends in Cognitive Sciences, 11(2), 77-83. 

https://doi.org/10.1016/j.tics.2006.11.005 

Fiske, S. T., Cuddy, A. J. C., Glick, P., & Xu, J. (2002). A model of (often mixed) stereotype 

content: Competence and warmth respectively follow from perceived status and 

competition. Journal of Personality and Social Psychology, 82(6), 878-902. 

https://doi.org/10.1037/0022-3514.82.6.878 

Grewal, D., Kroschke, M., Mende, M., Roggeveen, A. L., & Scott, M. L. (2020). Frontline 

Cyborgs at Your Service: How Human Enhancement Technologies Affect Customer 

Experiences in Retail, Sales, and Service Settings. Journal of Interactive Marketing, 

51(1), 9-25. https://doi.org/10.1016/j.intmar.2020.03.001 

Jovic, D. (2023, abril 15). The Future Is Now—37 Fascinating Chatbot Statistics. 

https://www.smallbizgenius.net/by-the-numbers/chatbot-statistics/ 

Kim, W. B., & Hur, H. J. (2023). What Makes People Feel Empathy for AI Chatbots? 



Assessing the Role of Competence and Warmth. International Journal of Human–

Computer Interaction, 0(0), 1-14. https://doi.org/10.1080/10447318.2023.2219961 

Kull, A. J., Romero, M., & Monahan, L. (2021). How may I help you? Driving brand 

engagement through the warmth of an initial chatbot message. Journal of Business 

Research, 135, 840-850. https://doi.org/10.1016/j.jbusres.2021.03.005 

Lou, C., Kang, H., & Tse, C. H. (2022). Bots vs. humans: How schema congruity, contingency-

based interactivity, and sympathy influence consumer perceptions and patronage 

intentions. International Journal of Advertising, 41(4), 655-684. 

https://doi.org/10.1080/02650487.2021.1951510 

Maar, D., Besson, E., & Kefi, H. (2022). Fostering positive customer attitudes and usage 

intentions for scheduling services via chatbots. Journal of Service Management, 34(2), 

208-230. https://doi.org/10.1108/JOSM-06-2021-0237 

Nass, C., & Moon, Y. (2000). Machines and Mindlessness: Social Responses to Computers. 

Journal of Social Issues, 56(1), 81-103. https://doi.org/10.1111/0022-4537.00153 

Nass, C., Steuer, J., & Tauber, E. R. (1994). Computers are social actors. Proceedings of the 

SIGCHI Conference on Human Factors in Computing Systems, 72-78. 

https://doi.org/10.1145/191666.191703 

Nguyen, M., Casper Ferm, L.-E., Quach, S., Pontes, N., & Thaichon, P. (2023). Chatbots in 

frontline services and customer experience: An anthropomorphism perspective. 

Psychology & Marketing, 40(11), 2201-2225. https://doi.org/10.1002/mar.21882 

Reeves, B., & Nass, C. (1996). The Media Equation: How People Treat Computers, Television, 

and New Media Like Real People and Pla. Cambridge UK. 

Rese, A., Ganster, L., & Baier, D. (2020). Chatbots in retailers’ customer communication: How 

to measure their acceptance? Journal of Retailing and Consumer Services, 56, 

undefined-undefined. https://doi.org/10.1016/j.jretconser.2020.102176 

Thomas, P., Czerwinski, M., McDuff, D., Craswell, N., & Mark, G. (2018). Style and 

Alignment in Information-Seeking Conversation. Proceedings of the 2018 Conference 

on Human Information Interaction & Retrieval, 42-51. 

https://doi.org/10.1145/3176349.3176388 

van Dolen, W. M., Dabholkar, P. A., & de Ruyter, K. (2007). Satisfaction with Online 

Commercial Group Chat: The Influence of Perceived Technology Attributes, Chat 

Group Characteristics, and Advisor Communication Style. Journal of Retailing, 83(3), 

339-358. https://doi.org/10.1016/j.jretai.2007.03.004 

Xu, Y., Zhang, J., & Deng, G. (2022). Enhancing customer satisfaction with chatbots: The 

influence of communication styles and consumer attachment anxiety. Frontiers in 

Psychology, 13. https://www.frontiersin.org/articles/10.3389/fpsyg.2022.902782 

Yim, M. C. (2023). Effect of AI Chatbot’s Interactivity on Consumers’ Negative Word-of-

Mouth Intention: Mediating Role of Perceived Empathy and Anger. International 

Journal of Human–Computer Interaction, 0(0), 1-16. 



https://doi.org/10.1080/10447318.2023.2234114 

 

 


