
 

Repositório ISCTE-IUL
 
Deposited in Repositório ISCTE-IUL:
2025-06-02

 
Deposited version:
Publisher Version

 
Peer-review status of attached file:
Peer-reviewed

 
Citation for published item:
Cosme, D., Galvão, A. & Brito e Abreu, F. (2024). A systematic literature review on LLM-based
information retrieval: The issue of contents classification. In  Frans Coenen, Ana Fred, Jorge
Bernardino (Ed.), Proceedings of the 16th International Joint Conference on Knowledge Discovery,
Knowledge Engineering and Knowledge Management. (pp. 135-146). Porto, Portugal: SciTePress.

 
Further information on publisher's website:
10.5220/0013062300003838

 
Publisher's copyright statement:
This is the peer reviewed version of the following article: Cosme, D., Galvão, A. & Brito e Abreu, F.
(2024). A systematic literature review on LLM-based information retrieval: The issue of contents
classification. In  Frans Coenen, Ana Fred, Jorge Bernardino (Ed.), Proceedings of the 16th
International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge
Management. (pp. 135-146). Porto, Portugal: SciTePress., which has been published in final form at
https://dx.doi.org/10.5220/0013062300003838. This article may be used for non-commercial
purposes in accordance with the Publisher's Terms and Conditions for self-archiving.

Use policy

Creative Commons CC BY 4.0
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-profit purposes provided that:

• a full bibliographic reference is made to the original source

• a link is made to the metadata record in the Repository

• the full-text is not changed in any way

The full-text must not be sold in any format or medium without the formal permission of the copyright holders.

Serviços de Informação e Documentação, Instituto Universitário de Lisboa (ISCTE-IUL)
Av. das Forças Armadas, Edifício II, 1649-026 Lisboa Portugal

Phone: +(351) 217 903 024 | e-mail: administrador.repositorio@iscte-iul.pt
https://repositorio.iscte-iul.pt

https://dx.doi.org/10.5220/0013062300003838


A Systematic Literature Review on LLM-Based Information Retrieval:
The Issue of Contents Classification

Diogo Cosme1 a, António Galvão2 b and Fernando Brito E Abreu1 c
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Abstract: This paper conducts a systematic literature review on applying Large Language Models (LLMs) in informa-
tion retrieval, specifically focusing on content classification. The review explores how LLMs, particularly
those based on transformer architectures, have addressed long-standing challenges in text classification by
leveraging their advanced context understanding and generative capabilities. Despite the rapid advancements,
the review identifies gaps in current research, such as the need for improved transparency, reduced computa-
tional costs, and the handling of model hallucinations. The paper concludes with recommendations for future
research directions to optimize the use of LLMs in content classification, ensuring their effective deployment
across various domains.

1 MOTIVATION

Generative AI (GenAI), particularly LLMs, which
were designed for Natural Language Processing
(NLP) tasks, has changed the paradigm of Informa-
tion Retrieval (IR). An interesting list of IR top-
ics and themes based on LLMs is presented in (Liu
et al., 2024). Notably, automatic content classifica-
tion has improved thanks to LLMs. Before their rise,
achieving accurate and efficient content classification,
mainly of textual content, was challenging. LLMs
have successfully overcome these limitations.

Besides being trained on vast amounts of data,
most LLMs follow the transformer architecture
(Vaswani et al., 2017). According to NVIDIA, "70
percent of arXiv papers on AI posted in the last
two years mention transformers" (March 25, 2022).
These models effectively capture context and depen-
dencies using self-attention mechanisms, excelling in
NLP tasks, text generation, and context understand-
ing. The key concepts of the transformer models are:

• Model Architecture: It can be encoder-only, de-
signed to understand the meaning and context of
each word in relation to others, making it suitable
for classifying texts, answering questions, and other
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b https://orcid.org/0000-0002-6566-9114
c https://orcid.org/0000-0002-9086-4122

comprehension-based applications. It can also be
decoder-only and used to generate a new sequence
of words, making it suitable for various generative
tasks such as text generation, language modeling,
and conversational agents. Lastly, combining both
is also possible, resulting in encoder-decoder mod-
els. The foundational models1 that stand out in
each architecture are, respectively: BERT (Devlin
et al., 2019), GPT (Radford et al., 2018), and BART
(Lewis et al., 2020).

• Adapting a LLM: There are two main ways to
specialize a LLM for specific tasks. One method
is fine-tuning the model, which consists of adjust-
ing the model’s weights based on the new data.
The larger the model, the greater the computing re-
sources required. A more resource-efficient alterna-
tive, though potentially less effective, is In-Context
Learning (ICL). It involves giving the model exam-
ples of the task during inference2 without additional
training, allowing it to learn from these examples. It
can receive zero examples (zero-shot), i.e., the hy-

1A foundational model refers to a large, pre-trained
model that serves as a starting point or base for various spe-
cialized tasks and applications. These models are typically
trained on vast amounts of data and are designed to cap-
ture general patterns and features that can be fine-tuned for
specific use cases.

2Inference in the context of LLMs refers to generating
a response or prediction based on a given input.
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pothesis that the model is already capable is tested,
or it can receive some examples (few-shot).

Due to the immense potential and inherent com-
plexities of LLMs, it is essential to evaluate or con-
duct literature reviews to support the field of LLM-
based content classification, especially for textual
content. By understanding the current landscape and
methodologies, researchers can realize LLMs’ full
potential and ensure their applications are innovative
and effective in various fields. To check if the char-
acterization of that landscape (aka state of the art)
was already performed, we searched for literature re-
views on this topic in the SCOPUS database using this
search string:
"literature review" AND ( "information retrieval" OR
"contents classification" OR "topics classification" )
AND ( LLM OR "large language model" OR "founda-
tional model" OR GPT)

We obtained ten hits, but only two corresponded to
literature reviews (Mahadevkar et al., 2024; Yu et al.,
2023). However, none of these were about LLM-
based content classification. On (Yu et al., 2023), a
literature review addressed the critical need for guide-
lines for incorporating LLMs and GenAI into health-
care and medical practice. In contrast, a systematic
literature review on (Mahadevkar et al., 2024) identi-
fied potential research directions for information ex-
traction from unstructured documents.

In summary, the importance of LLM-based con-
tent classification and the lack of previous literature
reviews on this topic motivated us to write this paper.
It is organized as follows: Section 2 describes the re-
view methodology used to identify and conduct the
study; Section 3 analyzes the studies obtained; and
Section 4 provides a summary of the existing research
and identifies the threats to this literature review.

2 METHODOLOGICAL
APPROACH

A systematic literature review (SLR), in contrast to an
unstructured review approach, reduces bias by follow-
ing a strict and methodical sequence of stages for con-
ducting literature searches (Wohlin, 2014; Kitchen-
ham and Brereton, 2013). The ability of an SLR to
methodically search, extract, analyze, and document
findings in stages depends on carefully designed and
evaluated review protocols. The technique for these
efforts is described in this section.

2.1 Planning the Review

2.1.1 Research Questions

The following research questions were formulated:

• RQ1: What type of empirical studies have been
conducted in LLM-based content classification?

• RQ2: How extensive is the research in this area?

• RQ3: What were the relevant contributions of the
existing studies?

• RQ4: Can LLMs be used to assess the quality of
studies?

2.1.2 Review Protocol

Based on the research conducted by (Stahlschmidt
and Stephen, 2020), Scopus offers more extensive
subject coverage than Web of Science and Dimen-
sions, encompassing the majority of articles found in
these two databases. As a result, we chose to use the
Scopus database exclusively for our formal literature
search.

2.1.3 Search String

Keywords were derived from the research questions
and used to search the primary study source. The
search string included the most important terms re-
lated to the research questions, including synonyms,
related terms, and alternative spellings.

To carry out the intended research, the following
search string was drawn up:
("Large Language Model" OR "Foundational
Model") AND ("Contents Classification" OR "Topic
Classification")

2.1.4 Inclusion Criteria

A careful review of the abstracts and overall structure
of the studies was conducted to determine their rele-
vance to our research. The decision to include a study
in our selection was based on the fulfillment of the
following inclusion criteria: be written in English; be
a primary study; match at least one of the literature
review objectives; be the most up-to-date and com-
prehensive version of the document.

2.1.5 Data Extraction

The Elicit AI Research Assistant was used to extract
details from papers into an organized table. Accord-
ing to its website, it has been used by more than 2 mil-
lion researchers. Besides, it is claimed that Elicit uses
various strategies to reduce the rate of hallucinations
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such as "process supervision, prompt engineering, en-
sembling multiple models, double-checking our re-
sults with custom models and internal evaluations,
and more to reduce the rate of hallucinations". This
indicates that it is a robust and trustworthy AI solution
for summarizing, finding, and extracting details from
scientific articles.

Elicit allows us to extract several details from sci-
entific articles, but we have only selected these: re-
search question; summary of introduction; dataset;
limitations; research gaps; software used; algorithms;
methodology; main findings; Study Objectives; study
design; intervention effects; hypotheses tested; exper-
imental techniques.

All the information extracted with Elicit is avail-
able online here (Cosme et al., 2024).

2.1.6 Quality Assessment

Despite the limited number of articles under review,
the studies from the preceding phase were evaluated
and analyzed to gauge their quality.

The quality assessment of the studies consists
of 7 questions (see box with Prompt 1 and box
with Prompt 2), each to be answered with a score
from an ordinal scale: 0—Strongly Disagree, 1—Dis-
agree, 2—Neither Agree nor Disagree, 3—Agree,
4—Strongly Agree.

Since the main objective of our scientific research
involves using LLMs, we decided to carry out a per-
formance comparison test to evaluate the quality of
articles between a manual assessment and an LLM-
based one.

The information extracted from Elicit was then
used as a basis for the manual and LLM-based qual-
ity assessment. For the LLM-based evaluation, we
carried it out using prompting combined with the ICL
Zero-shot technique, as this is the fastest and most
cost-effective approach compared to fine-tuning and
few-shot ICL techniques.

The prompt template used, which is outlined be-
low (Prompt 1), is organized in the following man-
ner: it begins with an introduction to the task, fol-
lowed by the expected output that the LLM should
produce, a JSON object where each key represents
a question indicator, and the values are the assigned
scores. Lastly, for every article, the term """ARTI-
CLE""" is substituted with the corresponding JSON
object, in which each key signifies an Elicit field, and
the values are the related information. An important
note is that none of the available Elicit fields refer
to related work, so it is impossible to answer Q2 the
same way as the other questions.

Prompt 1

Your task is to assess the quality of a study article
based on the information provided. You’ll receive
two JSON objects:
1 - A JSON object with question indicators as keys
and the corresponding questions as values.
2 - Another JSON object containing information
about the article, where keys represent specific pa-
rameters.
Your goal is to assign to each question a score from
0 to 4 (0 - strongly disagree, 1 - disagree, 2 - neither
agree nor disagree, 3 - agree, 4 - strongly agree).
Please provide your evaluation in the following
JSON format: {"Q1": <score>, "Q2": <score>, . . . }.
Questions: {
"Q1": "Were the study’s goals and research ques-
tions clearly defined?"
"Q3": "Was the research design clearly outlined?"
"Q4": "Were the study limitations evaluated and
identified?"
"Q5": "Was the data used for validation described
in sufficient detail and made available?"
"Q6": "Were answers to the research questions pro-
vided?"
"Q7": "Were negative or unexpected findings re-
ported about the study?"
}
Article:
"""ARTICLE"""
Please provide the requested JSON.

Microsoft Copilot was the LLM used. For Q2, the
procedure was as follows: via the Copilot sidebar sec-
tion in the Microsoft Edge browser, we can restrict the
relevant information sources to the open page only,
which in this case is a PDF opened in Microsoft Edge.
We then provided Prompt 2 (see the corresponding
box).

Prompt 2

Your task is to assign a score from 0 to 4 (0 -
strongly disagree, 1 - disagree, 2 - neither agree nor
disagree, 3 - agree, 4 - strongly agree) to a question
from a study quality assessment about this article.
Besides the score, you must provide a detailed jus-
tification and identify the sections or pages (if pos-
sible both) that contribute to your answer.
The question is: "Was previously published related
work exposed and compared with the research re-
sults claimed in the study?"
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2.2 Conducting the Review

2.2.1 Execute Search

Applying the specified search string resulted in the
retrieval of nineteen scientific articles. Seven studies
were rejected, and twelve articles were accepted.

One of the accepted studies, (Russo et al., 2023),
is an overview of a challenge in which several teams
presented their approach to classifying the content of
messages as conspiratorial or non-conspiratorial and
their conspiratorial type. So, articles of that challenge
relevant to the research topic that did not appear in the
search string results and fulfill the inclusion criteria
have been added. This resulted in a total of thirteen
accepted articles.

2.2.2 Apply Quality Assessment

Figure 1 shows the mean absolute score difference be-
tween the two methods (LLM and manual) for each
question, highlighting the response variability. A
lower difference indicates that the responses, while
not identical, are relatively similar. Inversely, a
higher difference indicates significant variability in
responses. A red line is drawn at a mean absolute
difference of 0.5 to help visualize the variability. We
consider an average difference of 0.5 or less across
the 13 studies to be a strong indicator of agreement
between the methods. For example, for questions Q1
and Q6, the number of questions without agreement
was 4 for each.

Nevertheless, analyzing the mean scores assigned
to each question by method is also helpful in under-
standing the performance (Figure 2). Both graphs
show that Q7 has the most significant disparity, with
the highest mean absolute score difference between
the two methods and the largest gap between the mean
scores (|2.77 - 1.08| = 1.69). Given that Q7 relates
to identifying negative or unexpected findings in the
study, the higher scores assigned by the LLM-based
method may indicate that LLMs have difficulty pe-
nalizing score assignments. Q4 shows a minimal dif-
ference in average scores, with |3.08 - 3.00| = 0.08,
but a mean absolute score difference of 0.54. This
discrepancy occurs because one study had opposite
responses (4 vs 0), significantly affecting the mean
absolute score difference.

This suggests that the most effective way to eval-
uate performance on this test is to examine the mean
absolute difference in scores. For example, if Study
X scored 2 and 4 on the same question using the
LLM and Manual methods, respectively, and Study
Y scored 4 and 2, the difference between the mean
scores would be 0: 3 - 3 = 0. However, the mean ab-

solute difference would be 2: ( | 4 - 2 | + | 2 - 4 | )
/ 2 = 2. In other words, focusing only on the differ-
ence between the average scores could misleadingly
suggest that the LLMs gave the same answers as hu-
mans, when in fact they did not.

Figure 1: Mean Absolute Score Difference Between Meth-
ods Per Question.

The data obtained in the comparison between
manual (M) and LLM (L) analysis is available online
here (Cosme et al., 2024).

Q1
Q2

Q3

Q4

Q5

Q6

Q71
2
3
4

Mean Score by Question and Method

LLM
Manual

Figure 2: Radar Chart Displaying the Average Scores Given
to the Studies by M and L.

Although the results indicate that using ICL zero-
shot is not yet reliable, we conclude that assessing the
quality of scientific articles with LLMs may be fea-
sible. This could be achieved through more extensive
research with a fine-tuned model or by using ICL few-
shot examples.

Due to the few studies, this task did not remove
any studies and was only useful for assessing their
overall quality.
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3 DOCUMENT THE REVIEW

3.1 Demographics

Figure 3 illustrates that all studies are collaborative
efforts with multiple authors, with most having two
authors. There are also two rare cases with many
researchers (16). Regarding the authors’ affiliation
(Figure 5), the most common scenario involves one
or two institutions. The relatively low number of in-
stitutions compared to the number of authors suggests
a gap in inter-institutional collaboration that could im-
prove research. This is further emphasized by the lack
of international partnerships, with only one article in-
volving cooperation between teams from Indonesia
and Turkey. Regarding authors’ affiliation countries,
while no single country dominates, Europe emerges
as the most active continent (Figure 4).

2 3 4 5 8 16
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Figure 3: Publication Frequency by Authors Count.

Figure 6 clearly shows that most selected studies
were published in workshops and journals. It should
be remarked that three articles come from the same
workshop (EVALITA 2023). This “high concentra-
tion” in a single workshop may indicate the topic is
still niche, with limited venues for broader exposure.
It can also be considered a sign that a community is
emerging, with the possibility of broader interest in
the future.

3.2 Analysis and Findings

A methodology was proposed in (Rodríguez-Cantelar
et al., 2023) to address the problem of inconsis-
tent responses in chatbots. It consists of hierarchi-
cal topic/subtopic detection using zero-shot learning
(through GPT-4), and detecting inconsistent answers
using clustering techniques. The datasets used in the
study were the DailyDialog corpus (Li et al., 2017)
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Figure 4: Publication Frequency by Author Affiliations’
Country.
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Figure 5: Publication Frequency Affiliates Count.

and data collected by the authors’ Thaurus bot dur-
ing the Alexa Prize Socialbot Challenge (SGC5). Us-
ing the DailyDialog dataset, the authors achieved a
weighted F1 score of 0.34 for topic detection and 0.78
for subtopic detection. The SGC5 dataset obtained
an accuracy of 81% and 62% for topic and subtopic
detection, respectively. Notably, there is room for
improvement in the DailyDialog topic detection, as
the authors recorded a lower weighted F1 score, indi-
cating a significant number of false positives or false
negatives.

An overview of the EVALITA 2023 chal-
lenge "Automatic Conspiracy Theory Identification
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(ACTI)" is presented in (Russo et al., 2023). The
challenge focuses on identifying whether an Italian
message contains conspiratorial content (Subtask A)
and, if so, classifying it into one of four possible con-
spiracy topics: "Covid", "Qanon", "Flat Earth", or
"Pro-Russia" (Subtask B). A total of eight teams par-
ticipated in Subtask A and seven teams in Subtask
B. The provided dataset was the same for each team
and each task. It used a collection of Italian com-
ments scraped from 5 Telegram channels known for
hosting conspiratorial content, collected between Jan-
uary 1, 2020, and June 30, 2020. The comments were
manually annotated by two human annotators to iden-
tify conspiratorial content (as "Not Relevant", "Non-
Conspiratorial" or "Conspiratorial") and categorize
it into specific conspiracy theories. The authors cal-
culated inter-annotator agreement rates using Cohen’s
Kappa coefficient to evaluate the consistency among
annotators. They achieved high agreement levels: a
Cohen’s Kappa of 0.93 for Subtask A and 0.86 for
Subtask B. For data integrity reasons, comments that
didn’t receive the same classification were excluded,
and "Not Relevant" comments were also discarded to
focus solely on relevant conspiratorial content. The
final datasets consist of 2,301 comments labeled with
a binary label for Subtask A and 1,110 comments la-
beled with a value from 0 to 3, representing the spe-
cific conspiracy topic. The articles in this challenge
that are relevant to the subject of this paper are:

• The authors of (Cignoni and Bucci, 2023)
compared the performance between two fine-
tuned encoder-only transformer models (bert-base-
italian-xxl-cased and XLM-RoBERTa (Conneau

et al., 2020)) and a non fine-tuned decoder-only
transformer model (LLaMA 7B (Touvron et al.,
2023)). The BERT models achieved a higher test
score than the LLaMa model in both subtasks. For
Subtask A: 0.83, 0.82 and 0.80, respectively. For
Subtask B: 0.83, 0.85 and 0.74, respectively. The
article does not provide details regarding the study’s
limitations and how LLaMa was used.

• In (Hromei et al., 2023), the authors took a dis-
tinct approach. Initially, they introduced a model to
address all tasks in the EVALITA 2023 challenge,
not just the ACTI task. Consequently, their dataset
was significantly larger than the one provided for
the ACTI task, comprising 134,018 examples from
various tasks. For each task, the authors compared
the performance of two models. One is an encoder-
decoder model named extremIT5, based on IT5,
consisting of approximately 110 million parame-
ters. It was fine-tuned by concatenating task names
and input texts to generate text solving the target
tasks. The other model is a decoder-only model
named extremITLLaMA, based on LLaMa 7B. It
was first trained on Italian translations of Alpaca
instruction data using LoRA (Low-Rank Adapta-
tion)3(Hu et al., 2022), to enable the model to com-
prehend instructions in Italian. Then, it is further
fine-tuned using LoRA on instructions reflecting
the EVALITA tasks. In their final results, the au-
thors achieved an F1 score of 0.82 for Subtask A us-
ing extremIT5 and 0.86 with extremITLLaMA. For
Subtask B, the F1 scores were 0.81 and 0.86, re-
spectively. The biggest limitations of this study are
the computational cost and inference speed of the
larger extremITLLaMA model and the limited ex-
ploration of architectures and hyperparameters due
to time constraints. In conclusion, the authors sug-
gest that exploring zero-shot or few-shot learning
could benefit sustainability, as it reduces the need
for large amounts of annotated data.

For Subtask A, the approach in (Cignoni and
Bucci, 2023) achieved the sixth rank, while the one in
(Hromei et al., 2023) secured the second position. For
Subtask B, their rankings were fourth and fifth. The
winning team in both subtasks employed an approach
that leveraged data augmentation through LLMs.

In (Trust and Minghim, 2023), query-focused sub-
modular mutual information functions are proposed
to select diverse and representative demonstration ex-
amples for ICL in prompting. In addition, an in-
teractive tool is presented to explore the impact of

3LoRA fine-tuning significantly reduces the computa-
tional and storage costs of training large language models
by only adjusting a subset of low-rank parameters.
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hyperparameters on model performance in ICL. For
evaluation purposes, the authors have applied their
method to the following tasks: two sentiment clas-
sification tasks with Stanford Sentiment Treebank
datasets (SST-2 and SST-5) (Socher et al., 2013), and
a topic classification task with the AG News Classifi-
cation Dataset (Zhang et al., 2015). Their methodol-
ogy consists of the following two steps.
i. Retrieval: The goal here is to, based on the input

test, select representative and diverse in-context
demonstration examples from the training data.
The input test and the training dataset undergo
embedding via the sentence transformer (Reimers
and Gurevych, 2019) to achieve this. Subse-
quently, specialized selection occurs by leverag-
ing Submodular Mutual Information (SMI) func-
tions to choose examples from the training data.
The selected examples are then incorporated into
a prompt template alongside an optional task di-
rective or as stand-alone demonstrations.

ii. Inference: The prompt template and input test are
fed into a pre-trained language model to deduce
the corresponding label. They used three open-
source pre-trained models: GPT-2 (Radford et al.,
2019), OPT (Zhang et al., 2023), and BLOOM
(Le Scao et al., 2022).
According to the authors, their approach can yield

performance enhancements of up to 20% when com-
pared to random selection or conventional prompting
methods, and the size and type of the language model
do not always guarantee better performance.

A transit-topic-aware language model that can
classify open-ended text feedback into relevant
transit-specific topics based on traditional transit Cus-
tomer Relationship Management (CRM) feedback is
proposed in (Leong et al., 2024). The primary dataset
includes around 180,000 anonymous customer feed-
back comments, manually labeled, from the Washing-
ton Metropolitan Area Transit Authority (WMATA)
CRM database, covering January 2017 to December
2022. Given 61 distinct labels, the authors used La-
tent Dirichlet Allocation (LDA) to group customer
feedback into broader topics. Due to the limitation
of LDA in detecting significantly less represented
topics, these topics were excluded from the CRM
dataset before applying LDA and grouped accord-
ing to their original topic (2 niche groups). LDA
failed to identify a primary topic for approximately
62,000 complaints. As a result, the final dataset in-
cluded around 120,000 complaints categorized into
11 topics (9 LDA-detected topics and two niche top-
ics). They evaluated the performance of five ML
models (Random Forest, Linear SGD, SVM, Naive
Bayes, and Logistic Regression) against the proposed

MetRoBERTA LLM. MetRoBERTA is a fine-tuned
version, with the CRM dataset, of the RoBERTa LLM
open-sourced by Meta Research (Liu et al., 2019).
MetRoBERTA outperformed the traditional ML mod-
els with a macro average F1-score of 0.80 and a
weighted average F1-score of 0.90, compared to the
best ML model with 0.76 and 0.88, respectively. A
significant limitation of this study is the exclusion of
approximately 60,000 initial complaints, accounting
for over one-third of the entire dataset.

The paper (Borazio et al., 2024) introduces a
novel framework that uses LLMs to identify and cat-
egorize emergent socio-political phenomena during
health crises, with a focus on the COVID-19 pan-
demic, and to provide explicit support to analysts
through the generation of actionable statements for
each topic. For this aim, they used a dataset of
2,254 news articles manually categorized by ISS (Is-
tituto Superiore di Sanità) experts into five topics:
"Covid Variants," "Nursing Homes Outbreaks," "Hos-
pital Outbreaks," "School Outbreaks," and "Fami-
ly/Friend Outbreaks," collected from February 2020
to September 2022. Then, their system generates lin-
guistic triples to capture fine-grained concepts, which
analysts can refine to correlate themes. For the fol-
lowing step, they have employed a model based on
BART (Lewis et al., 2020) and previously trained on
the Multi-Genre Natural Language Inference corpus
(Williams et al., 2018). The model uses zero-shot
classification to associate news articles with the iden-
tified topics without fine-tuning. Preliminary results
demonstrate accurate mapping of news articles to spe-
cific, detailed topics. The system achieved an accu-
racy of 67% when proposing a single class, which in-
creased to 88% when considering the top two system
suggestions. However, the authors acknowledge po-
tential limitations, including hallucinations from inte-
grating a decoder LLM (GPT-4) for prompting gener-
ation.

The benchmarking study LAraBench (Abdelali
et al., 2024) addresses the gap in comparing LLMs
against state-of-the-art (SOTA) models used already
for Arabic natural language processing and speech
processing tasks. 61 publicly available datasets were
used to support 9 task groups: Word Segmenta-
tion, Syntax and Information Extraction; Machine
Translation; Sentiment, Stylistic and Emotion Anal-
ysis; News Categorization; Demographic Attributes;
Factuality, Disinformation and Harmful Content De-
tection; Semantics; Question Answering; Speech
Processing. The models GPT-3.5-Turbo, GPT-4,
BLOOMZ, and Jais-13b-chat were used for NLP
tasks combined with zero and few-shot learning. Fol-
lowing the recommended format from Azure Ope-

A Systematic Literature Review on LLM-Based Information Retrieval: The Issue of Contents Classification

141



nAI Studio Chat playground and PromptSource (Bach
et al., 2022), various prompts were explored, and the
most reasonable one was selected. The study re-
vealed that in specific multilabel tasks, like propa-
ganda detection, the LLMs sometimes generated out-
puts that did not fit the predefined labels. Besides that,
they mention that deploying LLMs seamlessly re-
quires substantial effort in crafting precise prompts or
post-processing to align outputs with reference labels.
While GPT-4 has made significant strides by closing
the gap with state-of-the-art models and outperform-
ing them in high-level abstract tasks like news cate-
gorization, consistent SOTA performance in sequence
tagging remains challenging. In addition, the authors
registered an averaged macro-F1 improvement from
0.656 to 0.721 by using few-shot learning (10-shot)
instead of zero-shot learning.

In (Peña et al., 2023), the potential of LLMs to
enhance the classification of public affairs documents
is studied. The researchers gathered raw data from
the Spanish Parliament, spanning November 2019 to
October 2022. They acquired approximately 450,000
records, with only around 92,500 of them labeled.
They concentrated on the 30 most frequent topics out
of 385 labels to mitigate the impact of significant class
imbalances. As models, they have used four trans-
former models pre-trained from scratch in Spanish
by the Barcelona Supercomputing Center in the con-
text of the MarIA project (Gutiérrez-Fandiño et al.,
2022): RoBERTa-base, RoBERTa-large, RoBER-
Talex, and GPT2-base. Their approach involves em-
ploying transformer models in conjunction with clas-
sifiers. They conducted experiments using four mod-
els combined with three classifiers (Neural Networks,
Random Forests, and SVMs). The results demon-
strate that utilizing an LLM backbone alongside SVM
classifiers is an effective strategy for multi-label topic
classification in public affairs, achieving accuracy ex-
ceeding 85%.

An improvement of the GPT-3 performance on a
short text classification task, using data augmentation,
is explored in (Balkus and Yan, 2023). The authors
pretend to classify whether a question is related to
data science by comparing two approaches: augment-
ing the GPT-3 Classification Endpoint by increasing
the training set size and boosting the GPT-3 Com-
pletion Endpoint by optimizing the prompt using a
genetic algorithm. Both methods are accessible via
the GPT-3 API, each with advantages and drawbacks.
The Completion Endpoint relies on a text prompt fol-
lowed by ICL (zero-shot or few-shot), but its perfor-
mance is notably influenced by the specific examples
included. In contrast, the Classification Endpoint uti-
lizes text embeddings and offers more consistent per-

formance, although it necessitates a substantial num-
ber of examples (hundreds or thousands) to achieve
optimal results. The dataset used in the study con-
sists of 72 short text questions collected from the Uni-
versity of Massachusetts Dartmouth Big Data Club’s
Discord server. In Classification Endpoint Augmenta-
tion, GPT-3 was employed to generate new questions.
Among the approaches, the embedding-based GPT-
3 Classification Endpoint achieved the highest accu-
racy, approximately 76%, although this falls short of
the estimated human accuracy of 85%. On the other
hand, the GPT-3 Completion Endpoint, optimized us-
ing a genetic algorithm for in-context examples, ex-
hibited strong validation accuracy but lower test ac-
curacy, suggesting potential overfitting.

The study in (Nasution and Onan, 2024) presents
a comparison on the quality of annotations gener-
ated by humans and LLMs for Turkish, Indone-
sian, and Minangkabau NLP tasks (Topic Classifica-
tion, Tweet Sentiment Analysis, and Emotion Clas-
sification). In their study, the authors used three
Turkish datasets, each designed for one of the NLP
tasks. Additionally, they employed two Indonesian
datasets: one customized for Tweet Sentiment Anal-
ysis and the other for Emotion Classification. Fur-
thermore, they included two Minangkabau datasets
translated from the Indonesian datasets. The study
employed the following LLMs: ChatGPT-4, BERT
(Devlin et al., 2019), BERTurk (a fine-tuned Turk-
ish version of BERT), RoBERTa (Liu et al., 2019)
(fine-tuned on specific datasets), and T5 (Mastropaolo
et al., 2021). Human annotations consistently outper-
formed LLMs across various evaluation metrics, serv-
ing as the benchmark for annotation quality. While
ChatGPT-4 and BERTurk demonstrated competitive
performance, they still fell short of human annota-
tions in certain aspects. The trade-off between preci-
sion and recall was observed among the LLMs, high-
lighting the need for better balance in these two mea-
sures.

The use of LLMs for moderating online discus-
sions is investigated in (Gehweiler and Lobachev,
2024). The focus is on identifying user intent in var-
ious types of content and exploring content classifi-
cation methods. As data sources, the authors have
used various datasets, such as the One Million Posts
Corpus dataset by the Austrian Research Institute for
Artificial Intelligence (OFAI) of German comments
made on the Austrian newspaper website’s (Schabus
et al., 2017). Another dataset used was the New York
Times Comments collection with over two million
comments on over 9,000 articles. The LLMs they
used were obtained from the Detoxify python library.
Their research highlights effective LLM approaches
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Table 1: Articles summary information.

Article Method Evaluation
Metrics

Description

(Rodríguez-Cantelar
et al., 2023) ICL

Weighted F1 Topic: 0.34; Subtopic: 0.78 (DailyDialog)
Accuracy Topic: 81%; Subtopic: 62% (SGC5)

(Cignoni and Bucci,
2023)

Fine-
tuning

Macro-avg
F1

Subtask A: 0.83, 0.82 and 0.80, respectively.
Subtask B: 0.83, 0.85 and 0.74, respectively.

(Hromei et al., 2023) Fine-
tuning F1

Subtask A: 0.82 (extremIT5); 0.86 (extremITLLaMA).
Subtask B: 0.81 (extremIT5); 0.86 (extremITLLaMA)

(Trust and Minghim,
2023) ICL F1

Sentiment Classification: 88.35%.
Topic Classification: 90.56%.

(Leong et al., 2024) Fine-
tuning

Macro-avg F1 0.80 compared to the best ML model with 0.76
Weighted F1 0.90 compared to the best ML model with 0.88

(Borazio et al., 2024) ICL Accuracy Single Class: 67%; Top two system suggestions: 90.56%.
(Abdelali et al., 2024) ICL Macro-avg F1 Few-shot (10-shot): 0.721; Zero-shot: 0.656.
(Peña et al., 2023) Fine-

tuning
Accuracy Accuracies higher than 85%.

(Balkus and Yan,
2023)

ICL Accuracy LLM: 76%; Estimated Human: 85%.

(Nasution and Onan,
2024)

Fine-
tuning;
ICL

Avg F1 Human: 0.883; GPT-4: 0.865.

(Gehweiler and
Lobachev, 2024)

Fine-
tuning

F1 Identifying user intent: 0.755.

(Van Nooten et al.,
2024)

Fine-
tuning;
ICL

F1 score Zero-shot experiments lag behind fine-tuned models.

for discerning authors’ intentions in online discus-
sions and that fine-tuned AI models, based on exten-
sive data, show promise in automating this detection.

The authors of (Van Nooten et al., 2024) report
their results for classifying the Corporate Social Re-
sponsibility (CSR) Themes and Topics shared task,
which encompasses cross-lingual multi-class and
monolingual multi-label classification. The shared
task involved two subtasks: cross-lingual, multi-class
classification for recognizing CSR themes (using one
dataset) and monolingual multi-label text classifica-
tion of CSR topics related to Environment (ENV)
and Labour and Human Rights (LAB) themes (using
two datasets). For text classification, the LLMs used
were GPT-3.5 and GPT-4 (both zero-shot and without
fine-tuning), as well as fine-tuned versions of Distil-
BERT (Sanh et al., 2019), BERT (Devlin et al., 2019),
RoBERTa, and RoBERTa-large (Liu et al., 2019). For
the themes dataset, the authors used fine-tuned ver-
sions of Multi-Lingual DistilBERT, XLM-RoBERTa,
and XLM-RoBERTa-large (Conneau et al., 2020).
Their zero-shot experiments with GPT models show
they still lag behind fine-tuned models in multi-label

classification.
Table 1 shows the training methods used, the eval-

uation metrics, and the main results of this evaluation.

4 CONCLUSIONS

4.1 Recap of Research Questions

RQ1: What Type of Empirical Studies Have Been
Conducted in LLM-Based Content Classification?
Although the number of studies is limited, their anal-
ysis reveals a wide variety of methodologies, in-
cluding different approaches (e.g., ICL vs. fine-
tuning, prompting strategies) and model architec-
tures (encoder-only, encoder-decoder, decoder-only),
as well as research areas explored:

• Hierarchical topic/subtopic detection in inconsis-
tent chatbot responses (Rodríguez-Cantelar et al.,
2023)

• Socio-political phenomena during health crises
(Borazio et al., 2024);
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• Public affairs documents (Peña et al., 2023);

• Customer feedback (Leong et al., 2024);

• Corporate Social Responsibility themes and topics
(Van Nooten et al., 2024);

• Conspiracy Content (Cignoni and Bucci, 2023;
Hromei et al., 2023)

• Sentiment (Trust and Minghim, 2023; Nasution and
Onan, 2024)

• Emotion (Nasution and Onan, 2024)

• Benchmarking of NLP and speech processing tasks
(Arabic) (Abdelali et al., 2024)

• Short questions (Balkus and Yan, 2023)

• User intent in online discussions (Gehweiler and
Lobachev, 2024)

• Comparison of generated annotations (Nasution
and Onan, 2024)

RQ2: How Extensive Is the Research in this Area?
Although there are currently only a few approaches to
topic/content classification using LLMs, this field is
emerging. We believe it will grow and improve sig-
nificantly in the future.

RQ3: What Were the Relevant Contributions
of the Existing Studies?
Based on the available studies, fine-tuned LLMs
outperform LLMs prompted with ICL techniques
(Balkus and Yan, 2023; Van Nooten et al., 2024).
When fine-tuning models, it is essential to care-
fully consider the choice between an encoder-only
model, a decoder-only model, or an encoder-decoder
model. Each architecture has distinct characteristics
and implications for the model’s behavior and per-
formance. However, achieving optimal performance
requires substantial computational resources and a
dataset containing hundreds or thousands of exam-
ples. LLMs can be prompted using zero-shot or few-
shot techniques as a more cost-effective alternative.
A comparison between these two methods for a spe-
cific case was conducted in (Abdelali et al., 2024),
revealing that few-shot outperformed zero-shot. No-
tably, the selection of few-shot examples plays a cru-
cial role (Trust and Minghim, 2023), and there are
limitations related to the reasoning abilities of LLMs.
Researchers (Abdelali et al., 2024; Borazio et al.,
2024) reported challenges arising from model hallu-
cinations.

RQ4: Can LLMs Be Used to Assess the Quality
of Studies?
While the results suggest that using ICL zero-shot is
not yet reliable, we conclude that evaluating the qual-
ity of scientific articles with LLMs may be feasible.
This could be achieved either through more extensive

research with a fine-tuned model or by using ICL few-
shot examples.

4.2 Threats to Validity

The following types of validity issues were consid-
ered when interpreting the results from this review.

Construct Validity: A literature database of rel-
evant books, conferences, and journals served as the
source for the research found in the systematic review.
Therefore, bias in selecting publications is a poten-
tial drawback of this strategy, especially considering
that three of the thirteen articles were submitted to the
same workshop. To address this, we used a research
protocol that included the study objectives, research
questions, search approach, and search terms. Inclu-
sion and exclusion criteria for data extraction were es-
tablished to reduce this bias further.

Our dataset only includes studies published in the
last two years (2023 and 2024), making it challenging
to identify trends due to the recent and limited sam-
ple size. Moreover, the studies on LLM-based content
classification only used well-established taxonomies,
such as news categorization and fake news topics.
None of the studies used a taxonomy the model had
not encountered during its training process.

Internal Validity: No studies were excluded dur-
ing the quality assessment due to the low number of
documents retrieved in the search, so there is no po-
tential threat to internal validity. In other words, we
did not exclude studies that could contribute signifi-
cantly despite their lower quality.

External Validity: There may be other valid stud-
ies in digital libraries that we did not search. How-
ever, we attempted to mitigate this limitation using
the most relevant literature repository. Additionally,
studies not written in English were excluded, which
may have omitted important papers that would other-
wise have been included.

Conclusion Validity: There may be some bias
during the data extraction phase. However, we have
addressed this by defining a data extraction form to
ensure consistent and accurate data collection to an-
swer the research questions. While there is always a
small chance of inaccuracies in the numbers, we mit-
igate this by publishing our final dataset, allowing for
replication and further validation.

4.3 Future Work

The use of LLMs in information retrieval is promis-
ing, as shown by recent studies and their years of pub-
lication. Future research should optimize LLMs for
different domains, focusing on domain-specific fine-
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tuning and possibly hybrid models to maintain broad
knowledge while adapting to specialized domains.

Improving the interpretability of LLM-based clas-
sifiers is critical because they often operate as black
boxes, limiting trust in sensitive areas such as health-
care and finance. Creating explainability frameworks
within LLM architectures can increase transparency
and trust by clarifying classification decisions.

Ethical considerations are also critical. Research
should focus on mitigating biases in LLM training
data and outputs to ensure fair content classification.

Efficiency, scalability, and dynamic adaptation
of LLMs are growing challenges. Future stud-
ies should improve computational efficiency through
model compression or streamlined architectures, and
explore continuous or reinforcement learning to help
keep LLMs up to date with evolving content such as
social media and news.

Lastly, enhancing cross-domain transfer learning
can improve LLM adaptability across different appli-
cations. By refining these techniques, LLMs could
become more versatile and excel at content classifica-
tion across various industries.
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