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ABSTRACT

People often mistype words when using keyboards. Word proces-
sors commonly feature autocorrection that checks for dictionary-
based spelling mistakes and automatically performs text replace-
ment after the user types a word. Programs are mostly described
using text, and hence, the programmer may introduce typos when
writing program identifiers (or keywords). In this paper, we de-
scribe an approach to integrate autocorrection in a projectional
editor, capable of fixing program identifier typos. We implemented
two modes of autocorrection as an extension of Javardise, one that
resembles word processor autocorrection and a more experimental
one based on the substitution of individual user keystrokes.

CCS CONCEPTS

« Human-centered computing — Interactive systems and tools;
« Software and its engineering — Software maintenance tools.
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1 INTRODUCTION

We know from personal experience that typing mistakes are fre-
quent. However, we did not find any study that quantifies how
frequent are these mistakes in programming, and how much they
affect the performance and experience of code writing. However, a
large-scale study on typing English sentences revealed that people
make an average of 2.29 error corrections per sentence [2]. Al-
though this error rate cannot be extrapolated to programming, it
demonstrated that misspellings are relatively frequent. Given that
program identifiers are words or abbreviations, typing them is also
prone to mistakes.

In most popular IDEs, when a programmer mistypes an iden-
tifier by accident or because of incorrect spelling a compilation
error is signaled with an error mark, which the programmer may
visit and fix the error. Among other code transformation options,
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class MyClass {
int x;

void test() {
if (x0==0) {
Quick Fix
Create local variable 'x0'

Create field 'x0'

}
® Change to 'x'

Enter to apply, #Enter to preview
Mraata naramatar 'vY!

Figure 1: Quick-fixes for correcting identifiers in VS Code.

IDEs provide quick-fix actions to trigger text replacements with
suggestions that match the identifiers in scope. Figure 1 presents
an example of this sort of feature illustrated with VS Code!. Other
industrial IDEs, such as Intelli] IDEA? and EclipseS, offer similar
features.

Quick fixes are useful but require additional interaction activity
to trigger and select the actions. Our approach aims at fixing iden-
tifier misspellings, but in the manner that word processors do. The
words (i.e., references to program identifiers) are corrected while
the user is typing. We are not aware of code editors that provide
this sort of feature.

A related feature dates back to LISP environments, namely PI-
LOT, which provided a Do-What-I-Mean (DWIM) package [13] that
performed corrections in program symbols during interpretation,
based on string similarity. In contrast, our approach aims at a static
time correct-as-you-type feature, eliminating the presence of tran-
siently broken references that would otherwise require manual
intervention.

We describe how we implemented autocorrection in a projec-
tional editor through the injection of commands in addition to those
of the programmer. The commands correct mistyped identifiers
based on checking string similarity with identifiers in scope. These
are expressed as any other editing command, and hence, an unde-
sired correction may be canceled through the regular undo feature.
Existing projectional/structured editors have not exploited the sort
of autocorrection we propose [1, 4-6, 8-10, 12].

2 BACKGROUND

In projectional editors, the programmer sees a projection of a model
that is at every moment well-structured, as opposed to raw text,
Uhttps://code.visualstudio.com

Zhttps://www jetbrains.com/idea
Shttps://eclipse.org
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Test

class Test {
int myField

void setField ( int n ) {
myField =

int getvValue ( ) {

return myVa 1ue|

} cannot find symbol

Figure 2: Screenshot of Javardise exhibiting compilation er-
rors.
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Figure 3: Model-view-controller architecture of Javardise
and the integration of autocorrection (gray elements).

which may be in an unparseable state. Every program modification,
such as adding a statement or renaming an identifier, is represented
in a well-defined model transformation. In our approach, we exploit
this characteristic of having the evolution of code represented in
a sequence of discrete transformation commands, which one may
analyze and manipulate.

Javardise [11] is a research projectional editor for Java, currently
supporting a subset of the language. At first glance, the editor’s
appearance resembles a conventional one (see Figure 2). However,
the user experience is that of a structured editor, characterized by
not allowing malformed constructs. What is visible on-screen is a
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projection of an underlying model of the code that is at all times
structurally correct (equivalent to being accepted by the language
grammar). However, the code might have semantic errors (e.g.,
types) or missing expressions.

In contrast to tools such as Jetbrains MPS [10], there is no spe-
cific serialization format, Javardise works with regular Java files.
JavaParser [14] is a library comprising classes that model Java code
(ASTs) and a parser to instantiate those from source code. Javardise
uses this library to load in-memory representations of the code.
Upon modification, these are serialized back to Java code.

Javardise embodies a model-view-controller architecture (see
Figure 3, white components). For each file, the model consists of a
JavaParser’s AST, whereas views are Ul widgets built with Eclipse’s
SWT*. A view widget observes changes in the model and updates
accordingly. However, it does not modify the model directly, instead,
it triggers commands [3] whose execution is centralized in the
controller. Commands have both the action and undo behaviors and
are kept in a stack. When commands originate changes in the ASTs,
observing views react accordingly.

3 IMPLEMENTATION

We implemented a proof-of-concept autocorrection feature by ex-
tending Javardise with a plugin that produces additional commands
as corrections. The source code is available at the Javardise reposi-
tory® under the subproject autocorrect.

Figure 3 (gray components) illustrates how the autocorrection
plugin integrates with the base editor. It listens to the execution of
commands and triggers a command that performs the necessary
change whenever an opportunity for correction is detected. The
additional autocorrection commands are treated by the editor as
regular ones, and hence, one may perform undo to cancel their
execution. We implemented two modes of autocorrection, which
we detail next.

3.1 Command Refinement

One autocorrection mode resembles the feature of word processors
and is based on command refinement. The commands that result
from user interaction are “overridden” to better fit the existing code.

Autocorrection may occur whenever the user types an unre-
solved program identifier, either from scratch or by modifying an
existing one. If applicable, an autocorrection command is gener-
ated and executed right after the mistake. Because we have a well-
formed AST at every moment, we can reliably perform analyses
immediately after every node insertion or modification.

We used JavaParser’s symbol solver to attempt to resolve refer-
ences of newly added identifiers. When resolution fails, we consider
it an opportunity for autocorrection, triggering the match process.
Figure 4 illustrates this autocorrection mode, where the user typed
“myfield” (instead of “myField”) followed by “=” to write an assign-
ment, but the resulting instruction was “myField = “ due to the
injected autocorrection command.

In cases when the changes performed by a command do not lead
to any broken references, we do not attempt any sort of correction.

*https://www.eclipse.org/swt
Shttps://github.com/andre-santos-pt/javardise
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Add assignment
varld=“myfield”

class Test {

(autocorrection)

class Test {

int myField int myField ->| int myField
. ) . :Command . . . e . . . .

void setField ( int n ) { L Rename assignment void setField (int n) {| command!| Vvoid setField ( intn) {
nvfield oldld=“myfield” myField = :\ i myfield =
y I newld=“myField” y I """" ’ y I

} (typed) } (undo) }

@ class Test {

Figure 4: Autocorrection mode with command refinement. (1) a command is executed holding a broken reference, and a cor-
rection command is triggered; (2) undo is performed to reverse the correction effect.

@ class Test {

class Test {

class Test {

class Test { @

int myField —>| int myField

Test ( int myValue ) { Test ( int myValue ) {

myField = my . A myField = myV |,

} (typed) | }

—>| int myField

(typed

int myField

Test ( int myValue ) { Test ( int myValue ) {

myField = myVaI myField = mstI

} (undo)| }

Figure 5: Autocorrection mode with keystroke substitution. (1) the user types “v” (lowercase), which is substituted by “V”

(uppercase); (2) the user types “s”, which is substituted by “a”

keystroke is reclaimed.

On the other hand, the correction may be undesired for some rea-
son, for instance, the user may wish to write yet-to-be-declared
identifiers that are similar to existing ones. The user may cancel
the autocorrection using the regular undo feature, rolling back to
the state before the autocorrection command.

3.2 Keystroke Substitution

While typing an identifier, the user may notice a typo, and con-
sequently, may hit backspaces and correct it as soon as it was
noticed. In these situations, the user would not benefit from the
previous autocorrection mode. Therefore, we implemented another,
more invasive and experimental, mode of autocorrection based on
keystroke substitution. In this mode, certain keystrokes may be
replaced on the fly as the user types. For example, the user may
type a lowercase “v” and observe on the screen an uppercase “V”.
Figure 5 illustrates how this mode works.

The implementation of this mode required more low-level in-
terference with SWT events because every keystroke is an event
of interest. The AST modification commands of Javardise do not
work at this level of granularity, since a new command is triggered
only when a modification (or insertion/deletion) is performed. In
particular, if a variable expression is being edited, the command
only takes effect once the focus is out of the widget.

Every time the focus changes to a text-editable widget holding
an identifier, we attach a listener to capture the keystrokes therein
(and detach once the focus is lost). Depending on which type of
AST element the widget is addressing, we compute the valid iden-
tifiers. Every time a key is pressed, the current text content plus
the new character is matched against the list of identifiers, which
are trimmed to their prefix with a length equal to the current text.

(adjacent in keyboard); (3) undo is performed, and the previous

When matched, the prefix of the valid identifier replaces the text in
the widget.

3.3 Matching Identifiers

Our main goal is to address all the programming elements that
involve identifiers, except when these are part of declarations. It
would not make sense to correct an identifier that does not yet
exist. In these cases, regular spell checkers may come into action, a
feature nevertheless already available in modern IDEs.

Corrections are based on calculating the string distance (Leven-
shtein edit distance [7]) to valid identifiers in scope, taking into
account the type of element that is being referred. A threshold value
can be altered to define how closely strings should match to trigger
the autocorrection. Next, we detail the different contexts in which
an identifier correction may be performed.

Type references. These apply to declarations of fields, methods,
parameters, and local variables. Except for type declarations, every
other declaration refers to an existing type. Autocorrection will
try to match the set of existing project types, as well as the types
imported in the file that is being edited. This could be broadened
to all the types in the classpath.

Variable expression. These apply to expressions that refer to
class fields or local variables (including parameters). Autocorrection
will try to match a valid variable identifier according to the scope
hierarchy of name resolution: local variables followed by fields.

Field expression. These apply to field access expressions (dot
notation), where a field is accessed by name (right) on an expression
scope (left). Autocorrection will consider the type of the expression
to find a valid field identifier within that scope. If the scope corre-
sponds to a type name, instead of a variable, a match to static fields
of that type will be performed.
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Test(boolean value) {

if(baly

by No suggestions.

Figure 6: Autocompletion in VS Code of a partially
mistyped identifier (an almost valid identifier suffix with
one mistyped character).

Method expression. These apply to expressions and expres-
sion statements that hold method calls. Autocorrection will try to
match a valid method identifier in scope. Method calls may have
an expression scope; in that case, the behavior is analogous to field
expressions.

4 DISCUSSION

The availability of good code autocompletion features and their in-
tensive use may imply that the autocorrection feature we propose is
marginally useful since barely any identifier spellings would occur.
However, a user may still mistype characters, and autocompletion
is not as useful for dealing with text that was already (mis-)typed.
Figure 6 presents an example in VSCode illustrating this situation.

The sort of autocorrection feature we propose could also be
implemented in textual code editors. However, the editing process’s
nature could complicate the implementation, given that editing
actions are fuzzy (that is, without precise boundaries), hence more
difficult to track reliably. Furthermore, it requires dealing with code
that is not fully parseable due to malformedness.

The main advantage of a projectional editor is that every editing
step is well-defined in a command, turning the evolution of the
source code into a “discrete” process. In addition, the code elements
are represented in dedicated widgets aware of the AST node being
edited. This allows for precise lookups of identifiers to perform the
correction.

When compared to autocorrection of regular text (as in word
processors), achieving the analogous behavior with source code is
a considerably simpler problem. In word processors, corrections
are based on dictionary lookups to check word similarity, but may
also use the context of the word (immediate previous words) to
choose a substitution that maximizes likelihood with probabilistic
models. However, the state space of natural languages is wide and
context has ambiguity. In programs, the set of identifiers that are
valid in a given scope is both well-defined (no ambiguity) and with
relatively low cardinality (say, often not reaching hundreds). This
characteristic facilitates the accuracy of the autocorrections.

We did not investigate how users perceive the sort of autocorrec-
tion feature we proposed. We speculate that users would find the
command refinement autocorrection mode familiar, as it resembles
the autocorrection feature that has been available in word proces-
sors for many years. The autocorrection mode based on keystroke
substitution is more invasive and we acknowledge that it may con-
fuse users. Further, we did not devote much time investigating less
obvious undesired behaviors of such an autocorrection feature. This
aspect requires further investigation and user experiments.
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An obvious drawback of autocorrection is when undesired modi-
fications are performed. However, given that those can be canceled
with undo — a simple and already existing mainstream command —
it should not compromise usability significantly. Recall that our au-
tocorrection feature never modifies an identifier that is not broken.
Hence, we foresee two main undesired scenarios: (a) the identifier
chosen by the autocorrection is not the desired one, and (b) auto-
correction overrides the deliberate intention of the user to type an
identifier that does not yet exist. Both scenarios are triggered due
to the presence of similar identifiers in scope. Regarding the first
scenario, the user overcomes the situation by performing undo and
writing the desired identifier. Without autocorrection on, the user
would have anyways to go back to the identifier location to correct
it. Regarding the second scenario, the user only has to perform
undo and continue writing the code.

In addition to the evaluation of the usability of our approach,
a user study involving code writing and modification tasks could
measure how often autocorrections are performed, as well as how
often these are canceled. The ratio of autocorrections per user com-
mand would measure how useful the feature is, whereas the ratio of
canceled autocorrections per autocorrection command would mea-
sure its accuracy. Accurate autocorrections save time and typing
effort for the user and in this way have the potential to make the
programming activity more efficient and ergonomic (less physical
activity).
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