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 A B S T R A C T

Multi-band (MB) transmission is a solution capable of increasing optical networks capacity and surpassing 
C-band transmission limitations. However, as more capacity is transported in these new MB networks, 
survivability and energy consumption issues become more relevant. This work investigates the impact of 
those issues in C+L+S MB optical networks using a tool based on the Gaussian noise Simulation in Python 
(GNPy) tool. The routing, modulation format and spectrum assignment (RMSA) algorithm provided in the 
GNPy tool is improved to take into account both client-side dedicated protection and inter-channel stimulated 
Raman scattering-Gaussian noise model. The protection level impact on the network performance is assessed 
by performing several RMSA studies on the German network for different protection levels and two blocking 
probabilities. Our results indicate that increasing the protection level by 25% leads to an 11% decrease in 
transported capacity and a 4% increase in spare capacity, with a 1 dBJpTbit increase in energy consumption 
per Tbit. Also, it is shown that these capacities become approximately stabilized above a 75% protection level. 
Despite the transported capacity in the C+L+S-band significantly increases compared to the C+L-band scenario, 
the energy consumption per Tbit remains almost the same in both scenarios.
1. Introduction

With the arrival of new technologies and services such as cloud, 
5G, and Internet of Things, which are bringing a large number of 
new devices into networks, and the increasing popularity of stream-
ing services, the network traffic continues to experience a massive 
growth [1] . Therefore, there is a need to increase the capacity of opti-
cal fiber networks, the telecommunications infrastructure that supports 
the majority of the internet data traffic flow around the world.

To accomplish such data capacity demand, the spectral efficiency of 
the single mode fiber (SMF) using the C-Band (1530 nm to 1565 nm), 
the band that is currently being used in most commercial optical net-
works, is approaching the theoretical Shannon limit. Coherent detection 
that allows using quadrature amplitude modulation (QAM) formats, 
elastic optical networks, and flexible grid are no longer providing 
significant capacity enhancement in optical networks [2–4].

Currently, two solutions are being pursued to solve this data ca-
pacity crunch in optical networks. The first one uses space division 
multiplexing (SDM) in the optical domain [2,4], while the second one, 
which is called the multi-band (MB) solution, explores other bands in 
a SMF than the C-band [4].
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In this work, we focus on the MB solution, which increases the net-
work capacity by utilizing other bands beyond the C-band, specifically 
the O-, E-, S-, and L-bands, that have an attenuation coefficient below 
0.4 dB/km [3]. Some commercial transmission systems are already 
using optical links that use the C+L-band, like Infinera’s FlexILS solu-
tion [5] and Google is deploying the C+L MB solution globally in their 
long-haul terrestrial networks [6]. More recently, in 2024, a record 
transmission using a MB system in standard commercially available 
optical fiber was reported, reaching a record data-rate of 402 Tbit/s 
after 50 km, using a bandwidth of 37.6 THz, covering the O-E-S-C-L-
U-bands [7]. Using more bands can increase the network bandwidth 
up to its limit, approximately 50 THz, more than ten times the C-band 
bandwidth [8].

MB networks, besides increasing data capacity, bring new chal-
lenges to the network physical layer, at the transmission level, by en-
hancing the effect of inter-channel stimulated Raman scattering (ISRS), 
which is negligible in the C-band [3,9,10], or by using devices whose 
features are band-dependent [2]. Furthermore, at the device level, with 
higher capacities and more bands, the network nodes become more 
complex and must have larger dimensions [2]. The overall immaturity 
of MB components is also a critical aspect in the design and cost 
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of a MB network [2–4,11]. Regarding the network layer, the MB 
networks require new planning tools to solve the routing, modulation 
format and spectrum assignment (RMSA) problem, which must address 
the particular features of the MB physical layer and the new bands 
available.

Besides the challenges referred in the previous paragraph, as MB 
networks allow a much higher transport capacity than C-band net-
works [8], it is imperative to consider, adapt, and improve optical 
protection techniques, not only in the network lifetime, but also in the 
planning phase. The impact of protection on the design and planning of 
C-band optical networks has already been extensively analyzed in the 
literature, e.g. [12,13]. Moreover, several authors have already started 
addressing the impact of optical protection on MB optical networks, 
e.g. [14–17]. In [14], a client-side protection scheme is considered 
in a C+L scenario with SDM, and both heuristics and Integer Linear 
Programming tools are used to study the impact of protection on 
the optical network metrics. In [15], the authors studied the network 
performance for different levels of partial migration from the C-band 
to the C+L-band scenario, using two protection schemes, dynamic 
restoration and dedicated protection. In [16], the focus is again on the 
survivability of networks with partial migration from the C to C+L sce-
nario, but an adapted protection technique to operate the network more 
efficiently is proposed. More recently, in [17], the C+L+S scenario was 
studied considering several protection schemes and a new protection 
scheme that uses different adaptive path provisioning schemes has been 
proposed, considering an optical node with wavelength conversion to 
enable switching between bands. However, the use of wavelength con-
verters inside an optical node is still an immature option for short-term 
deployment in the field [11].

Besides optical protection, energy consumption is also an important 
challenge in MB networks. It is well known that the Information and 
Communication Technology sector has a substantial contribution to 
the increase of worldwide CO2 emissions and MB technology, as it 
uses more bands and more devices, leads to a higher energy consump-
tion [18]. So, it is crucial to assess the impact of network energy 
consumption in MB optical networks.

Despite the valid contributions from the previous works [14–17], 
that consider the impact of some protection schemes on MB scenarios 
and present a comparison performance study between the no protection 
and the full protection scenarios, to the author’s best knowledge, the 
impact of client-side protection level on the planning of MB networks, 
and its relation with the network energy consumption has not yet been 
addressed and quantified in the literature.

In this paper, a planning tool, based on the Gaussian noise Sim-
ulation in Python (GNPy) tool [19], is adapted to consider network 
protection and used to address the RMSA problem in C+L+S MB net-
works considering different levels of client-side dedicated protection. 
The ISRS-Gaussian noise (GN) model is also implemented in the tool for 
optical signal-to-noise ratio (OSNR) estimation. The simulation results 
obtained for the German network are analyzed and conclusions on how 
the protection level impacts the network metrics, such as transported 
capacity, spare capacity, blocking probability (BP), and energy con-
sumption per Tbit are drawn. A comparison performance is made with 
the C+L MB network scenario. The effects of different traffic patterns on 
the network metrics are also analyzed for the full protection scenario.

This paper is organized as follows.  Section 2 provides a brief review 
on the main protection schemes in optical networks, highlighting the 
client-side scheme pros and cons. In Section 3, the GNPy-based plan-
ning tool for survivable C+L+S MB networks is presented, with a focus 
on the improvements made to accommodate the ISRS-GN model and 
the different protection levels. In Section 4, the simulation parameters 
and the RMSA simulator validation for an unprotected scenario are 
presented. Section 5 shows the simulation results for the German 
network, regarding the transported and spare capacities, as well as the 
energy consumption, considering the C+L+S band scenario and several 
levels of optical protection. It also presents the impact of the traffic 
pattern on a fully protected C+L+S network. Lastly, Section 6 presents 
the main conclusions of this work.
2 
Fig. 1. Client-side 1+1 dedicated protection scheme.

2. Optical protection schemes

Optical networks must be robust against failures, whether due to 
cuts in connections or equipment malfunctions, as they transport vast 
amounts of data. Implementing protection mechanisms against these 
events enhances the availability of the network [20].

There are two well-known protection techniques, path protection 
and link protection [20]. Path protection is the most used, where a 
disjoint protection path from the source to the destination is used [20]. 
Path protection can be either dedicated or shared. Dedicated protection 
can be implemented as 1+1 or 1:1 [20]. In the 1+1 protection scheme, 
there are two live connections and, despite being more costly than 1:1 
scheme gives an almost immediate response to a failure in the service 
path. The 1:1 protection scheme only sends the signal through the 
protection path in case of failure, which is more time consuming than 
the 1+1 protection scheme.

The protection mechanisms just referred can be implemented at the 
client-side or at the network-side. Concerning 1+1 dedicated protec-
tion, client-side protection requires two pairs of transceivers, as shown 
in Fig.  1, but can achieve the highest network survivability, and po-
tentially allows reducing the spectrum used since different modulation 
formats can be used for both the service and protection paths [12,13]. 
On the other hand, network-side protection needs only one pair of 
transceivers and solves the failures more quickly [14], but the same 
signal must be used on both service and protection paths, since the most 
stringent path, usually the protection path, constrains the modulation 
format used. In this work, we use client-side 1+1 dedicated protection, 
as it has a higher survivability than network-side schemes, allows 
reducing the used spectrum, and has a faster response than the 1:1 
protection scheme [20].

3. GNPy-based planning tool for survivable C+L+S MB networks

This section introduces the GNPy tool and its capabilities in Sec-
tion 3.1. The RMSA algorithm used in this work is then presented 
in Section 3.2 and the main changes made to the RMSA algorithm 
of the GNPy tool to incorporate optical protection are highlighted 
in Section 3.3. The outputs of the RMSA simulator are defined in 
Section 3.4.

3.1. GNPy tool

The GNPy tool is an open-source, community-developed library 
used for optical network planning and analysis [19]. It is also highly 
customizable, enabling users to define building blocks, parameters for 
fine-tuning physical models, and physical and logical network topolo-
gies [19] using a Javascript Object Notation (JSON) or Excel file. The 
basic use of the GNPy tool is shown in Fig.  2. It starts by loading the 
user-defined files and building a new virtual network instance, followed 
by the path computation and lastly propagating the signal through the 
path, using the RamanSolver and NliSolver modules to compute the 
path quality of transmission, through the generalized Gaussian noise 
(GGN) model.

The GNPy version 2.8.0, released on the 4th of December 2023 is 
used in this work.
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Fig. 2. Flowchart of the GNPy tool basic use.

3.2. GNPy-based RMSA simulator without protection

This subsection presents the GNPy-based simulator used in this work 
to solve the RMSA problem without protection, whose flowchart is 
illustrated in Fig.  3. It is based on the function path_requests_run() which 
encompasses all the steps presented in Fig.  2 and can be found on the 
cli_examples.py file, implemented in the GNPy tool [19].

The simulator follows the statistical network assessment process 
(SNAP) model [21], which considers incremental traffic and is imple-
mented in four steps as described in Fig.  3. The SNAP model uses a 
Monte Carlo (MC) simulation method with a predefined number of MC 
iterations (𝑁𝑀𝐶 ) and a predefined number of requests per iteration 
(𝑁𝑟𝑒𝑞) that depends on the studied scenario. The four main steps are: (1) 
build the virtual instance of the network, (2) group and aggregate the 
requests, (3) find a path, assign the modulation format and compute the 
path OSNR, and (4) spectrum assignment. After the last MC iteration, 
several simulator outputs are used to analyze the RMSA results.

In the first step, a new virtual instance of the network in each MC 
iteration is created and the simulator loads the JSON files provided 
by the user to build the network, i.e. all the files presented in Fig.  2. 
Note that to write the request.json file, we have developed a function 
to dynamically generate the requests based on the total number of 
requests. A request is defined by at least three features: the source node, 
the destination node, and the request capacity to be transported. Based 
on the network topology, this newly developed function generates 𝑁𝑟𝑒𝑞
requests with a uniform distribution between the network nodes, unless 
a different distribution is specified by the user. The requests capacity 
is also chosen from a predefined set of equiprobable capacities unless 
otherwise specified. 

After building the network, the second step of the path_requests_run()
function is only performed for static network traffic scenarios. In this 
case, the GNPy tool can use the requests_aggregation() function, as 
shown in Fig.  3 to aggregate requests that share the same character-
istics. As, in this work, we are studying an incremental traffic network 
scenario, in which the requests are not known previously, we will not 
consider request aggregation.

The third step, named Find path, compute OSNR and assign mod-
ulation format and highlighted with more detail in Fig.  4, computes 
the path for each one of the requests, in the Find propagation path 
block shown in Fig.  4. It also ensures that a predefined safety margin is 
accomplished in each path, in the Propagate block in Fig.  4. The Find 
propagation path block uses the function compute_path_dsjctn() that can 
be programmed to give just the shortest path, or to give several paths 
between the selected source and destination nodes, including disjoint 
paths [22]. This function will not return a feasible path, i.e., the request 
will be blocked (blocking conditions are highlighted in the flowchart 
by the red boxes), if there is no physical path between the selected 
source and destination nodes (NO_PATH condition in Fig.  4) or if there 
3 
Fig. 3. Flowchart of the RMSA algorithm implemented in the GNPy tool in the
path_requests_run() function.

Fig. 4. Flowchart of the Find path, compute OSNR and assign modulation format step 
(step 3) of the RMSA algorithm shown in Fig.  3.

is no path that can provide the requested path constraints, e.g., find two 
disjoint paths (NO_PATH_WITH_CONSTRAINT in Fig.  4).

After path computation, the Propagate block in Fig.  4 ensures that 
each path provides the defined safety margin for that specific request. 
If the request specifies the signal modulation format, this block uses 
the compute_path_with_disjunction() function, otherwise it uses the prop-
agate_and_optimize_mode() function. In both functions, the generalized 
signal-to-noise ratio (GSNR) of each path is computed using [19], 

𝐺𝑆𝑁𝑅 =
𝑝𝑐ℎ (1)
𝑝𝐴𝑆𝐸 + 𝑝𝑁𝐿𝐼
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where 𝑝𝑐ℎ is the optical channel power, 𝑝𝐴𝑆𝐸 and 𝑝𝑁𝐿𝐼  are, respec-
tively, the channel amplified spontaneous emissions (ASE) noise and 
NLI noise powers, evaluated at the receiver.

The ASE noise power as a function of the frequency, 𝑓 , is given by,
𝑝𝐴𝑆𝐸 (𝑓 ) = ℎ𝑓NF(𝑓 )𝐺(𝑓 )𝐵𝑟𝑒𝑓 (2)

where ℎ is the Planck constant, NF(𝑓 ) and 𝐺(𝑓 ) are, respectively, 
the noise figure and the amplifier gain, that include ASE noise infla-
tion [10], and 𝐵𝑟𝑒𝑓  is the reference bandwidth, considered to be the 
same as the symbol rate.

To compute the NLI noise power, a simplified version of the GGN 
model, known in the literature as the ISRS-GN model, is used in 
the RMSA algorithm, since it is not practical to use the GGN model 
presented in the tool to perform computations in large network simula-
tions [23]. With the ISRS-GN model, we were able to accomplish very 
similar results with a computational time reduction of approximately 
8000 times, as was also shown in [23].

The NLI noise power, 𝑝𝑁𝐿𝐼 , is given by [10], 
𝑝𝑁𝐿𝐼 (𝑓𝑖) = 𝜂(𝑓𝑖)𝑝3𝑐ℎ(𝑓𝑖) (3)

with the NLI coefficient 𝜂(𝑓𝑖) given by, 

𝜂(𝑓𝑖) ≈
𝑛
∑

𝑗=1

[ 𝑝𝑐ℎ,𝑗
𝑝𝑐ℎ

]2
⋅
[

𝜂𝑆𝑃𝑀,𝑗 (𝑓𝑖)𝑛𝜖 + 𝜂𝑋𝑃𝑀,𝑗 (𝑓𝑖)
]

(4)

where 𝜂𝑆𝑃𝑀,𝑗 (𝑓𝑖) is the self-phase modulation coefficient of the channel 
at frequency 𝑓𝑖 in the 𝑗th span, defined in [10]; 𝜂𝑋𝑃𝑀,𝑗 (𝑓𝑖) is the cross-
phase modulation coefficient, at frequency 𝑓𝑖 in the 𝑗th span, also 
defined in [10]; 𝑝𝑐ℎ,𝑗 is the channel launch power in 𝑗th span; 𝑛 is the 
number of spans along an optical path; and 𝜖 is the coherence factor, 
which allows taking into account the NLI coherent accumulation along 
multiple spans. Typical network planning, as the one performed in this 
work, usually assumes incoherent accumulation of NLI, because of the 
different lengths of spans on each link [3,24].

The modulation format used in Eq. (1) is assigned to a particular 
path if it verifies the following condition: 
𝐺𝑆𝑁𝑅 − 𝑅𝑂𝑆𝑁𝑅 > 𝑆𝑀 (5)

where SM is the defined safety margin and ROSNR is the required 
optical signal-to-noise ratio.

If the defined SM is not met and a specific modulation format 
has been set to that request, then the request is considered blocked 
(MODE_NOT_FEASIBLE in Fig.  4). Otherwise, if the defined SM is not 
met, but a specific modulation is not defined (the scenario used in 
this work), then a lower modulation format is tried (note that the 
higher possible modulation format is always tried first). If none of the 
modulation formats are able to meet the defined SM, then that request 
is blocked (NO_FEASIBLE_MODE in Fig.  4). The simulator tries to solve 
this issue by splitting a request in multiple requests (not shown in Fig. 
4), if the requested capacity is greater than the maximum capacity al-
lowed by the modulation format. For example, if the requested capacity 
is 400 Gbit/s, but the assigned modulation format is only capable of 
transmitting 200 Gbit/s, the request will be split in two.

In this step, two other blocking conditions may arise (not shown 
in Fig.  4): NO_COMPUTED_SNR, if by any reason the system was not 
able to compute a GSNR for a given path, NO_FEASIBLE_BAUDRATE_
WITH_SPACING, if the request specifies a minimum spacing and none 
of the available modulation formats respects the specified spacing.

The fourth step, in Fig.  4, assigns a slice of spectrum to each partic-
ular request. In the assignment process, the Frequency Slots (FSs), each 
with a width of 12.5 GHz (as defined in the standards [25]), allocated 
to a request must be contiguous and continuous [20], i.e., the FSs must 
be adjacent in frequency and the same FSs must be used consistently 
across every link of the path. For example, if a request uses an optical 
channel with 75 GHz, it means that 6 contiguous and continuous FSs 
in every link of the path must be assigned to that request. If these 
4 
conditions cannot be met, than the request is blocked (NOT_ENOUGH 
_RESERVED_SPECTRUM or NO_SPECTRUM conditions shown in Fig.  4). 
The FSs are assigned using the First Fit (FF) strategy [20], starting with 
L-band channels, which typically have the highest GSNRs [23], then 
C-band channels, and finally S-band channels (with the worst GSNRs).

In the fourth step, a strategy to reduce the spare capacity, defined 
as the difference between the requested capacity and the capacity 
provided by the modulation format, was also implemented as in [8]. 
The strategy works like this: before assigning new FSs, the simulator 
checks if there is any request with the same path that has spare capacity 
and if so, the request uses that capacity, saving FSs for allocation to 
new requests. For example, if a 200 Gbit/s request is assigned to a 
modulation format that allows a capacity of 400 Gbit/s, it means that 
there is a spare capacity of 200 Gbit/s that can be used later by other 
requests.

3.3. GNPy-based RMSA simulator with protection

When client-side dedicated protection is considered, there are a 
number of differences regarding the RMSA algorithm just presented in 
Section 3.2 that does not consider protection.

In the first step of Fig.  3, when protection is considered, for ev-
ery protected request an exact copy of that request is generated and 
marked as disjoint — this is another feature of a request alongside the 
definitions of the source node, destination node and capacity. In our 
simulator, as in a real scenario, not every request requires protection, 
for example, a 50% protection level means that only half of the requests 
require protection. To assess whether a request has protection or not, 
a deterministic rule has been followed, for simplicity. The service level 
agreement of the request, another request feature, indicates whether a 
request must have a protection path or not [20].

In the third step, when protection is considered, the routing in a 
RMSA algorithm becomes more complex, since it needs to find a path 
not only for service, but also for protection, and these two paths must 
be completely disjoint (the two demands must not share any link or 
node, except the source and destination nodes) [20]. In this case, the 
function compute_path_dsjctn() computes both service and protection 
paths, yielding the same results as the Suurballe algorithm [26].

Regarding the blocking conditions shown in Fig.  3 they are all ap-
plied when protection is used. But it is also important to emphasize that 
when protection is considered, as the service and protection requests 
are handled at the same time, if one of them is blocked, the other is 
also blocked.

3.4. Simulator outputs

The simulator tries to assign the total number of requests (𝑁𝑟𝑒𝑞) and 
after the last MC iteration ends, the results are analyzed to obtain the 
total network capacity for a predetermined BP, as shown in Fig.  3.

The average BP is computed by averaging all BPs obtained per MC 
iteration. The BP per MC iteration, 𝐵𝑃𝑖, is obtained by dividing the sum 
of blocked requests on the 𝑖th iteration (𝑁𝑏𝑙𝑜𝑐𝑘𝑒𝑑,𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠,𝑖) by the total 
number of processed requests in the 𝑖th iteration (𝑁𝑡𝑜𝑡𝑎𝑙,𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠,𝑖), up to 
a certain targeted BP, like in [8], and is given by, 

𝐵𝑃 =
∑𝑁𝑀𝐶

𝑖=1 𝐵𝑃𝑖

𝑁𝑀𝐶
=

∑𝑁𝑀𝐶
𝑖=1

𝑁𝑏𝑙𝑜𝑐𝑘𝑒𝑑,𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠,𝑖
𝑁𝑡𝑜𝑡𝑎𝑙,𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠,𝑖

𝑁𝑀𝐶
(6)

The transported network capacity (in Tbit/s) is computed by summing 
the capacity of the provisioned requests per MC iteration (𝐶𝑟𝑒𝑞𝑢𝑒𝑠𝑡,𝑗,𝑖), 
like in [8] as, 

𝐶𝑡𝑜𝑡𝑎𝑙 =
∑𝑁𝑀𝐶

𝑖=1 𝐶𝑡𝑜𝑡𝑎𝑙,𝑖

𝑁𝑀𝐶
=

∑𝑁𝑀𝐶
𝑖=1

∑𝑁𝑟𝑒𝑞
𝑗=1 𝐶𝑟𝑒𝑞𝑢𝑒𝑠𝑡,𝑗,𝑖

𝑁𝑀𝐶
(7)

where 𝐶  is the total transported capacity per MC iteration.
𝑡𝑜𝑡𝑎𝑙,𝑖
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Fig. 5. Germany network topology with 17 nodes.
Source: Figure taken from [27].

In this work, we will also compute the total network consumed 
energy per Tbit (in dBJpTbit), as in [8] by using

𝐸𝑡𝑜𝑡𝑎𝑙 = 10 log10
⎛

⎜

⎜

⎝

∑𝑁𝑀𝐶
𝑖=1 𝐸𝑇 𝑜𝑡𝑎𝑙,𝑖

𝑁𝑀𝐶

⎞

⎟

⎟

⎠

=

= 10 log10

⎛

⎜

⎜

⎜

⎜

⎝

∑𝑁𝑀𝐶
𝑖=1

2×
∑𝑁𝑟𝑒𝑞

𝑗=1 𝑃𝑇 𝑟𝑥,𝑖,𝑗+𝑁𝑂𝐴×𝑃𝑂𝐴+𝑁𝑊𝑆𝑆×𝑃𝑊𝑆𝑆

𝐶𝑡𝑜𝑡𝑎𝑙,𝑖

𝑁𝑀𝐶

⎞

⎟

⎟

⎟

⎟

⎠

(8)

where 𝐸𝑇 𝑜𝑡𝑎𝑙,𝑖 is the total energy per Tbit consumed by the network in 
the 𝑖th MC iteration and calculated by summing the power consumption 
of all requests in the 𝑖th iteration, divided by the total transported 
capacity obtained in the 𝑖th iteration, 𝐶𝑡𝑜𝑡𝑎𝑙,𝑖. The power consumption 
of each transceiver for request 𝑗 and iteration 𝑖 is denoted as 𝑃𝑇 𝑟𝑥,𝑖,𝑗 . 
In Eq. (8), the multiplicative factor 2 before the sum relative to 𝑗, 
considers both the transceivers at source and destination. 𝑁𝑂𝐴 and 
𝑁𝑊𝑆𝑆 are, respectively, the total number of optical amplifiers (one 
optical amplifier per band is considered) and wavelength selective 
switches (WSSs) in the network. 𝑃𝑂𝐴 and 𝑃𝑊𝑆𝑆 represent, respectively, 
the power consumption of an optical amplifier per band and the power 
consumption of a single WSS.

4. Simulator parameters and validation

In this section, we start by describing the simulation parameters and 
then perform a validation of the simulator by, comparing our results 
with results from [21], for a scenario without protection.

4.1. Simulation parameters

In this subsection, the simulation parameters considered for this 
work are presented. Regarding the network topology, we have used the 
German network, available in [27] and shown in Fig.  5.

The German network topology has 17 nodes. In this work, we 
consider that each C+L+S ROADM node has a route and select (R&S) 
baseline architecture [11], as shown in Fig.  6. Each node has a band 
multiplexer/demultiplexer in each direction and 2 WSSs per direction 
and per band. Nowadays, this is the most common MB node, where the 
traffic is routed separately in each band and switching between bands 
is not allowed [11]. It is considered that each node imposes a loss of 
18 dB [21], that is perfectly compensated by a booster amplifier. The 
5 
Fig. 6. Baseline R-degree R&S C+L+S MB ROADM node architecture (TR = transceiver, 
A/D = add/drop, MUX = multiplexer, DEMUX = demultiplexer).
Source: Figure taken from [11].

average node degree is 3.25 and the total number of links is 26, with 
an average distance of 168.4 km. The node with the highest degree 
is Hannover, with 6 directions, while the lowest degree is 2, in several 
cities such as Dortmund, Norden, and Essen, among others. The shortest 
link is between the cities of Düsseldorf and Essen with 37 km, while the 
longest link is between the cities of Frankfurt and Leipzig with 352.6 
km. In Fig.  5, each orange diamond represents an in-line amplifier (the 
network has a total of 25 per band) designed to perfectly compensate 
for the span loss.

Table  1 shows the physical layer parameters used in our simulations 
and Table  2 presents the three modulation formats used in the simula-
tions [3,28]. The minimum ROSNR is taken from [8], and a 2 dB SM 
to account for additional OSNR degradation is considered. Connector 
losses are considered negligible. It should be noticed that using the 
modulation formats presented in Table  2, each modulation format will 
always require 6 FSs that occupy 75 GHz, the bandwidth necessary 
to accommodate a 64 GBd signal. The transceiver power consumption 
values for each modulation format are taken from [8]. For simplicity, 
the power of an amplifier, independently of the band, is considered 
to be 𝑃𝑂𝐴 = 15 W, however, in a real scenario, the S-band amplifiers 
tend to consume more power [18]. The WSSs inside the ROADM node 
are assumed to be 1 × 9 and to consume 𝑃𝑊𝑆𝑆 = 12 W each [18]. 
These assumptions are assumed for simplicity, since in real scenario, 
their power consumption also depends on the band.

We consider 100 MC iterations (𝑁𝑀𝐶 = 100) in each simulation, 
while the number of requests 𝑁𝑟𝑒𝑞 varies with the protection level, to 
ensure that enough requests are considered for the results to stabilize. 
Regarding the request generation, we used the SNAP model, with 
the requests being randomly generated with a uniform distribution 
across all network nodes. The capacity of each request is, 100 Gbit/s, 
200 Gbit/s, or 400 Gbit/s, and is also chosen randomly with equal 
probability for each request.

4.2. Simulator validations

We have performed an RMSA validation by comparison with the 
results from [21], for the German network topology. In this scenario, 
the bandwidth used was the C-band with 4 THz, and the requests may 
only be 100 Gbit/s or 200 Gbit/s. No protection is considered.

Our simulator has some differences when compared to the one 
considered in [21]: (1) in [21], the 𝑘𝑚𝑎𝑥-best-OSNR algorithm (equiv-
alent to the 𝑘-shortest path algorithm, but using the OSNR as metric 
instead of the path length) is used as the routing algorithm with 𝑘𝑚𝑎𝑥 =
50, while in this work, we have used only 𝑘𝑚𝑎𝑥 = 1; (2) we have 
implemented the re-utilization of spare capacity, while in [21] this 
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Table 1
Simulation physical parameters.
 Parameter Value Parameter Value  
 Loss coefficient (𝛼) [dB/km] 0.2 C-L-band [THz] 185–195.07 
 Dispersion slope (𝑆) [ps/nm2/km] 0 C-L-S-Band [THz] 185–201.4  
 Dispersion (𝐷) [ps/nm/km] 17 Launch power [dBm] 0  
 Nonlinear coefficient (𝛾) [1/W/km] 1.27 Connector In losses [dB] 0  
 Effective area (𝐴𝑒𝑓𝑓 ) [μm2] 80 Connector Out losses [dB] 0  
Table 2
Transceiver modulation formats defined for the simulations.
 Modulation format Bit rate [Gbit/s] Baud rate [GBd] Minimum ROSNR [dB] Power [W] 
 16QAM 400 64 16.9 20  
 8QAM 300 64 13.9 18  
 QPSK 200 64 8.9 16  
Fig. 7. BP as a function of the number of MC iteration for a target BP of 1%.

is not implemented, and (3) in [21], the authors use the GN model, 
developed for estimating the NLI in the C-band, which does not take 
into account the ISRS effect and is computationally much faster than 
the GGN model [23,29]. In this work, we use the ISRS-GN model which, 
according to our validation, leads to very similar results in comparison 
with the GGN model and is computationally much faster, as already 
referred in the previous section.

We have observed that our simulator always stabilizes at a target 
BP, if enough requests are provided, as it can be observed in Fig.  7, 
where it is shown the BP and the average BP as a function of the number 
of MC iterations for this validation scenario, with a target BP of 1% 
and a total of 500 MC iterations. From Fig.  7, it can be concluded that 
the average BP tends to the target BP of 1%, soon after the first MC 
iteration.

Fig.  8 shows the total transported capacity per iteration (blue line) 
as well as the average network capacity (orange line) in Tbit/s, as 
a function of the number of MC iterations, for the target BPs of 1% 
and 10%. The horizontal lines in red correspond to capacity thresholds 
that are defined at 2 Tbit/s above and below the average capacity 
obtained at the last iteration, to establish a criterion for network 
capacity stabilization.

As we can observe in Fig.  8, the transported capacity has stabilized 
for both BPs in the first 10 MC iterations, respectively, reaching 130.7 
Tbit/s and 188.7 Tbit/s after 500 MC iterations. These values are 
15.7% less and 2% more (which is a very approximated result) capacity 
than the values presented in [21], which can be considered acceptable 
results due to the simulators differences. The use of 𝑘 = 1 leads to lower 
transported capacities for lower BPs, since there are no other available 
paths when the first one is blocked, and for higher BPs, the difference 
in transported capacity is compensated by the reutilization of spectrum 
due to the implementation of the strategy for spare capacity reduction. 
These results also show that with 𝑘𝑚𝑎𝑥 = 1, there is no requirement to 
perform a high number of MC iterations to obtain stabilized values of 
the average network capacity, such as the 5000 iterations considered 
in [21]. It should also be noticed that the most assigned modulation 
format in our simulations is the 16QAM, just like in [21].
6 
5. Case study: The German network

This section presents and discusses the results obtained with our 
RMSA simulator, regarding the transported and spare capacities, as 
well as the energy consumption per Tbit, considering the MB C+L- 
and C+L+S-bands, using various levels of protection (no protection, 
25%, 50%, 75%, and full protection), for the German network scenario. 
For the fully protected scenario, in the C+L+S-band, the impact of the 
traffic pattern is also analyzed.

5.1. Impact of the path protection level on network performance

In this subsection, the results of the RMSA simulations concerning 
the German network performance are presented. In particular, results 
showing the average transported capacity, the percentage of spare 
capacity in relation to the transported capacity, and the energy con-
sumption per Tbit, considering the transceiver, optical amplifier and 
WSS consumptions are discussed for five different protection levels. All 
results shown are obtained after averaging the results estimated for 100 
MC iterations.

Fig.  9 represents the transported capacity as a function of the 
protection level for 1% and 10% BPs. The results from Fig.  9 show 
that, as expected, the transported capacity decreases with the level 
of protection, since, by increasing the level of protection, the num-
ber of protection paths (that do not impact the transported capacity) 
increases. We observe that, for the 1% BP, in the C+L+S-band, on 
average, increasing the protection level by 25%, leads to a decrease 
in transported capacity of approximately 11% (except when going 
from fully unprotected to 25% protected, with a sharper decrease of 
38%, and when going from 75% protection to the fully protected 
scenario, where the transported capacities become very similar). After 
the 75% protection level, our results seem to have stabilized, with the 
transported capacity reaching approximately 150 Tbit/s. For the 10% 
BP, higher transported capacities are reached for all protection levels, 
in comparison with the 1% BP scenario due to having more requests 
provisioned, and the transported capacity has a similar behavior with 
the increase of protection to the one found for the 1% BP.

Fig.  10 shows the BPs as a function of the average transported 
capacities, for the C+L and C+L+S band scenarios, for no protection, 
50%, and 100% (full) protection levels. We observe that using the 
C+L+S-band leads to a 60% increase in the transported capacity, when 
compared to the use of the C+L-band only, due to the wider bandwidth 
available. As the BP is increased, we observe an increase in the trans-
ported capacity due to the higher number of provisioned requests and 
spectrum reuse, which is most noticeable in the unprotected scenarios. 
Fig.  10 also shows that the unprotected scenario leads to a higher 
transported capacity since there are no FSs allocated for protection.

Fig.  11 shows the percentage of spare capacity as a function of 
the protection level, for the C+L+S band and 1% and 10% BPs. As 
we can observe, an increase of 25% in the protection level leads to 
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Fig. 8. Total network capacity per MC iteration and its average for 100 iterations for the BPs of 1%, and 10%, for the German network topology.
Fig. 9. Average network transported capacity for the BPs of 1% and 10%, as a function 
of the protection level, for the C+L+S MB scenario.

Fig. 10. BP as a function of the transported capacity for the two MB cases, C+L-, and 
C+L+S-bands.

an increase of about 4% in the percentage of spare capacity, except 
from no protection to the first 25% protection increase, where the 
percentage of spare capacity increases more abruptly by 12.8% and 
near the 100% protection level, where the percentage of spare capacity 
tends to stabilize between 50% and 55%. We observe an increase 
of spare capacity with the protection level increase, since by having 
more protected requests, more paths are provisioned, and more spare 
capacity can exist, as we are generating spare capacity not only in the 
service path, but also in the protected path.

Fig.  12 shows the BPs as a function of the percentage of spare 
capacity, for the C+L and C+L+S scenarios. It can be observed that, 
when there are protected requests, the C+L+S scenario, shows higher 
percentages of spare capacity, and lower percentages when there are 
no protected requests. For the fully protected scenario, we observe that 
using the C+L+S-band leads to approximately 6% more spare capacity 
at the 1% BP when compared to the C+L-band scenario, and nearly 
the same spare capacity at the 10% BP. In the C+L+S scenario, higher 
BPs show less spare capacity, as there are more provisioned requests 
7 
Fig. 11. Average network spare capacity for the BPs of 1% and 10%, as a function of 
the protection level, for the C+L+S MB scenario.

Fig. 12. BP as a function of the spare capacity for the two MB cases, C+L-, and 
C+L+S-bands.

available for reusing, leading to a reduction in spare capacity. We 
can also observe, for the C+L+S scenario that, as concluded in Fig. 
11, higher protection levels lead to higher spare capacities due to the 
higher number of protection paths. Another observation comes from 
the fact that in the C+L band scenario there is more spare capacity at 
the 50% protection level, than in the full protection level, which is just 
the opposite behavior found for the C+L+S scenario. This is explained 
by the reutilization of spare capacity — in the C+L+S scenario, since 
there are more provisioned paths, we observe approximately 5% more 
reutilization of the spare capacity compared to the C+L scenario, 
leading to this unexpected behavior.

Fig.  13 shows the energy consumption per Tbit as a function of 
the protection level, for the C+L+S band and 1% and 10% BPs. It 
shows that a 25% protection level increase results approximately in a 
1 dBJpTbit energy consumption increase. The energy consumption per 
Tbit stabilizes between 25.5 and 26 dBJpTbit, for the 75% protection 
level. The observed increase can be attributed to the fact that, despite, 
the utilization of a protection path inevitably results in the consumption 
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Table 3
Average transported capacities with different traffic patterns for 1% and 10% BPs, for the German network topology.
 Blocking
Probability

Uniform
Distribution

6 nodes
2 times more probable

6 nodes
4 times more probable

3 nodes
2 times more probable

9 nodes 
2 times more probable

 

 1% 152 Tbit/s 152 Tbit/s 138.4 Tbit/s 152.7 Tbit/s 146.5 Tbit/s  
 10% 166 Tbit/s 166 Tbit/s 151.5 Tbit/s 171.6 Tbit/s 157.9 Tbit/s  
Fig. 13. Average network energy consumption for the BPs of 1% and 10%, as a 
function of the protection level, for the C+L+S MB scenario.

of more energy, the protected capacity is not included in the trans-
ported capacity, which effectively leads to an increase in the average 
energy consumption per Tbit. We can observe a very similar energy 
consumption per Tbit behavior for the two BPs, with an almost linear 
increase until the 75% protection level is reached, since provisioning 
more requests leads to higher consumptions and also leads to higher 
transported capacities. For protection levels above or equal to 50%, the 
energy consumption per Tbit obtained for the BPs of 1% and 10% starts 
to differ. This slight difference is attributed to the higher reutilization of 
the spectrum found for the 10% BP, which leads to a higher transported 
capacity, while maintaining the same energy consumption, ultimately 
reducing the energy consumption per Tbit.

We have also concluded in our work that nearly the same energy 
per Tbit is consumed when using the C+L+S MB scenario or the C+L 
scenario, despite the C+L+S-band allows higher transported capacities. 
Since 98% of the energy is consumed by the transceivers, when adding 
the S-band, we observe an increase in energy consumption proportion-
ally to the increase in transported capacity, leading to similar average 
energy consumptions per Tbit on both MB scenarios.

Moreover, regarding the modulation formats assigned, we have ob-
served that, in all simulations, all requests have been provisioned with 
the 16QAM for the German network topology, due to short network 
links.

A final remark on the simulation computational time: it is highly 
dependent on the number of requests and tends to increase by five min-
utes per 25% increase in the protection level. We have also observed 
that 81% of this time is consumed with the path OSNR computations.

5.2. Impact of the traffic pattern on network performance

In this subsection, we present several RMSA simulations on the 
C+L+S fully protected scenario, with different traffic distributions.

Table  3 shows the transported capacities when using different traffic 
patterns. Besides the uniform traffic scenario the following scenarios 
are considered: 6 nodes with 2 times the probability of being chosen (so 
25% traffic is between large nodes, 25% traffic is between small nodes, 
and 50% traffic is between large and small nodes); 6 nodes with 4 times 
the probability of being chosen (so 64% traffic is between large nodes, 
4% traffic is between small nodes and 32% traffic is between large 
and small nodes); the three most populated (Munchen, Hamburg, and 
Berlin) cities with 2 times more probability (so 9% traffic is between 
large nodes, 49% traffic is between small nodes and 42% traffic is 
8 
Fig. 14. Average link capacity in the German network, for a 1% BP, with (a) uniform 
distribution and (b) non-uniform distribution.

between large and small nodes); and 9 (Essen, Dortmund, Stuttgart plus 
the ones highlighted in yellow in Fig.  14(b)) nodes with 2 times the 
probability of being chosen (so 48% traffic is between large nodes, 9% 
traffic is between small nodes and 43% traffic is between large and 
small nodes).

From Table  3, we conclude that the traffic pattern has a small 
effect on the transported capacity, a maximum variation of 9.2% when 
compared to the uniform distribution scenario is observed, when 64% 
of the traffic is between large nodes, 4% of the traffic is between 
small nodes and 32% of the traffic is between large and small nodes. 
Regarding the spare capacity (not shown in Table  3), we observe that 
it reaches 53.3% for the 1% BP and 55% for the 10% BP, which are 
very close results to the ones obtained for the uniform distribution. We 
have also seen that the energy consumption per Tbit remains constant 
at 25.6 dBJpTbit for all the considered traffic scenarios, and is very 
similar to the one obtained for the uniform distribution.

Fig.  14 shows the link utilization in terms of capacity, for (a) the 
uniform scenario, and (b) the non-uniform scenario along the German 
network topology (6 nodes with 4 times the probability of being chosen 
- highlighted in yellow). As observed in Fig.  14, when changing the 
node distribution, there is a difference in the links utilization, although, 
as shown in Table  3, the total network transported capacity does not 
change much. Most notably, we observe less utilization in shorter links, 
for example, on the network’s west side, such as the ones from Frankfurt 
to Stuttgart, and a higher link utilization on the longer links such as 
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Hannover–Frankfurt, Frankfurt–Leipzig, and Hamburg–Berlin, due to 
the new traffic pattern leading to a higher utilization of longer links.

6. Conclusions

In this work, we have developed a GNPy-based RMSA simulator, to 
evaluate the impact of the level of protection on the transported and 
spare capacities, as well as on the energy consumption for the C+L- and 
C+L+S-band scenarios. We have studied five different protection levels 
on the German network topology, ranging from no requests protected 
to fully protected requests.

We have seen that an increase of 25% in the protection level leads 
to about an 11% decrease in the transported capacity, a 4% increase in 
the spare capacity, and a 1 dBJpTbit increase in energy consumption 
per Tbit. Both transported and spare capacities tend to stabilize when 
the protection level becomes higher than 50%. The energy consumption 
grows linearly with the protection level, up to the 75% level, and 
becomes nearly constant for higher protection levels.

We have concluded that the highest capacity is transported in the 
unprotected scenario, reaching 316.6 Tbit/s for a 1% BP, while the 
lowest transported capacity is obtained in the fully protected scenario, 
reaching 151.9 Tbit/s, which is less than half the capacity of the 
unprotected scenario. As the protection level increases, the transported 
capacity is reduced, since more bandwidth is being used for protection. 
Regarding the percentage of spare capacity, the lowest values are found 
in the unprotected scenario, with 34.6% at 1% BP, and the highest 
values of 55.4% are found in the fully protected scenario at 10% BP.

The C+L+S MB scenario leads to higher transported capacities due 
to the wider bandwidth when compared to the C+L scenario, with a 
small increase in the spare capacity. Despite the higher transported 
capacity, there is no difference in the energy consumption per Tbit, 
since 98% of the energy is consumed by the transceivers.

Our results show that the traffic pattern can influence the total 
average transported capacity, with a maximum variation of 9.2%. 
However, the network average energy consumption and spare capacity 
are not practically affected by changes in the traffic pattern.
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