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Resumo 

O crescimento da inteligência artificial (IA) generativa, como o ChatGPT, DALL-E, Bing AI e Copilot, tem 

demonstrado um impacto significativo em diversos setores, incluindo a educação. Estas ferramentas 

capazes de gerar conteúdo semelhante ao produzido por humanos, apresentam tanto oportunidades 

quanto desafios para a educação. Este estudo realiza uma revisão sistemática da literatura, com um 

conjunto de 121 artigos publicados entre 2018 e 2023, oferecendo uma visão abrangente da IA 

generativa na educação. Explora as aplicações e benefícios, as limitações, riscos e preocupações, os 

níveis de educação abordados e recomendações futuras, assim como as ferramentas mencionadas. 

Os resultados revelam que a IA generativa tem o potencial de transformar a educação, 

possibilitando uma aprendizagem personalizada, feedback em tempo real e suporte para os 

educadores no planeamento de aulas e criação de material. No entanto, surgiram preocupações como 

o risco de desonestidade académica, a dependência excessiva nestas ferramentas e um possível 

declínio nas competências de pensamento crítico e resolução de problemas. Questões como 

informação falsa, conteúdo tendencioso e considerações éticas reforçam a necessidade de uma 

integração cautelosa da IA. 

São fornecidas recomendações para que as instituições de ensino integrem estas ferramentas, ao 

mesmo tempo que mitigam os riscos associados. Isto inclui a incorporação de IA no currículo, a 

inovação dos métodos de avaliação e a promoção de um uso equilibrado da tecnologia que 

complemente as práticas de ensino tradicionais. Esta investigação oferece uma perspetiva valiosa 

sobre a IA generativa na educação, proporcionando insights para educadores, instituições e 

investigadores. 
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Abstract 

The advancements in generative artificial intelligence (genAI) technologies, such as ChatGPT, DALL-E, 

Bing AI, and Copilot, have significantly disrupted various sectors, including education. These tools are 

capable of generating human-like content and present opportunities and challenges for education. 

This study conducted a systematic literature review (SLR) of 121 peer-reviewed articles published 

between 2018 and 2023, offering a comprehensive overview of the current research on genAI in 

education. It explores the applications and benefits, limitations, risks and concerns, the educational 

levels addressed, future recommendations, and the genAI tools mentioned in the literature. 

The findings reveal that genAI has the potential to transform education by offering personalised 

learning experiences, real-time feedback, and support for educators in lesson planning and content 

generation. On the other hand, significant concerns have emerged, including the risk of academic 

dishonesty, over-reliance on AI tools, and a potential decline in students' critical thinking and problem-

solving skills. Additionally, issues related to misinformation, biased content, and ethical considerations 

emphasise the need for a cautious and well-regulated integration of genAI in educational settings. 

Recommendations are provided for institutions to integrate these tools while mitigating 

associated risks effectively. This includes incorporating AI into the curriculum, updating assessment 

methods to prevent academic misconduct, and encouraging a balanced use of technology that 

complements traditional teaching practices. This research offers a valuable perspective on the evolving 

role of genAI in education, providing insights for educators, institutions, and researchers. 
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CHAPTER 1 

Introduction 

With the rapid advancements in technology, artificial intelligence (AI) has experienced exponential 

growth, particularly in the field of natural language processing (NLP) [1]. Generative AI (genAI) tools, 

such as ChatGPT, Bard [2], or GitHub Copilot [3], have the ability to generate human-like responses 

given a prompt [2], thereby disrupting today’s society [4]. These technological advancements have 

transformed numerous sectors [1], leading to the need to comprehend both the applications and 

limitations of genAI tools in industries [5], including healthcare [6], journalism and media [7], and 

education [8].   

In education, the impact of genAI has become a highly debated topic [9], particularly since 

November 2022 [10], ChatGPT has seen a rapid increase in users, reaching a million within days of its 

launch. [5]. ChatGPT is a large language model (LLM) chatbot trained on a massive dataset to generate 

human-like responses [10] in real-time conversations [11]. These responses can be used for completing 

school homework or to answer exam-type questions [12], offering various benefits to both students 

and educators.   

Students can receive personalised feedback on different topics, while teachers can receive helpful 

suggestions [13] to conduct classes, as these tools function as virtual tutors [11]. Additionally, genAI 

tools can contribute to time management [4], by facilitating brainstorming [10] and offering immediate 

feedback on specific topics or issues [14].   

However, concerns arise with the widespread use of these tools [15]. Ethical responsibility [2] is 

crucial, particularly in education, where issues such as plagiarism [13] and academic dishonesty [16] 

are prevalent. A content analysis study [17] on the impact of ChatGPT in higher education revealed 

that most articles discussed plagiarism and academic dishonesty as the main concerns with 

implementing this tool in universities.  

Furthermore, since these tools can generate responses and conduct human-like conversations, 

students might get used to this feature and start using it without thinking for themselves [18]. This 

reliance on genAI might decrease critical thinking skills, as students may use these tools without 

engaging in independent thought. Someone who uses critical thinking will be better prepared to 

identify the inaccuracies in these tools [11], as some authors have found that genAI sometimes 

provides fake references [19], false information [2], [20], and biased content [21], [22], due to 

limitations in the quality of its training dataset [13].   

The integration of genAI in education has initiated discussions about how universities should 

respond to the technology [4]. Recent studies have suggested different approaches to address these 
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concerns, such as training students to use this technology ethically [7], assignments focusing on 

particular skills, such as critical thinking [12], and adapting teaching methods to this new era [23].  

Given that genAI is an emerging technology, there needs to be more understanding of its use in 

education. Sullivan et al. [17] focus on how ChatGPT is disrupting higher education in specific 

geographic areas, while others examine the perceptions of scholars and students regarding what 

ChatGPT means for universities [5]. The proposed research will offer a perspective on all academic 

levels, including higher education.  

This research aims to provide valuable insights into integrating genAI in education through a 

systematic literature review (SLR). It will explore the potential advantages and limitations of genAI in 

education and provide recommendations for educational institutions, educators, and students. 

Additionally, it will assess the genAI tools discussed in the literature.  

To gain a better understanding of the various forms of AI, including genAI, Chapter 2 will begin 

with a theoretical background defining important concepts that serve this investigation. Chapter 3 will 

present the methodology that was used, followed by a description of the motivation and review 

protocol for this research. Chapter 5 will cover the selected studies for this review and include a data 

extraction analysis. Chapter 6 will report the SLR, where the data from the relevant literature will be 

assessed. Finally, Chapter 7 will present the reflections and insights derived from the findings of this 

study, offering a critical analysis of the reported outcomes and Chapter 8 will conclude this work. 
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CHAPTER 2 

Theoretical Background 

When exploring the complex challenge of defining AI, Wang's study [24] provides insight into the 

various interpretations associated with this term. McCarthy, a pioneering figure in the modern AI 

research field, characterises AI as the science and engineering dedicated to crafting intelligent 

machines, particularly in the form of sophisticated computer programs [25]. 

AI can be categorised into three distinct types [26]: Artificial Narrow Intelligence (ANI), Artificial 

General Intelligence (AGI), and Artificial Super Intelligence (ASI).  The distinction between them lies in 

their scope and capabilities. ANI is designed to perform single tasks, lacking the ability to adapt to tasks 

outside its predefined domain [27]. It emulates human-like intelligence within specific conditions and 

predefined contexts [28]. While ANI is confined to structured examples and specific domains, AGI can 

transfer knowledge through them [29] without that confinement. AGI is a type of AI that equates to 

human intelligence [26], which can learn by itself [29]. Concerning ASI, it is the AI that would exceed 

human intelligence [26]. AGI and ASI are theoretical concepts yet to be achieved [30]. All the NLP 

sophisticated tools, such as Apple Siri or Google Translate, fall into the ANI category [27].   

Machine learning (ML), a subfield of AI, is specifically designed to leverage data and algorithms to 

mimic human learning [31], improving its accuracy through experience [32].  ML has a subfield named 

deep learning [26], which involves neural networks with multiple layers [33]. It is designed to behave 

as the human brain does by recognising patterns and having the ability to generate outputs such as 

insights or predictions [34]. An example of a technology using deep neural networks is ChatGPT [35], 

which is a type of AI that falls into the category of LLMs. An LLM is trained on a vast amount of data to 

be able to generate human-like responses with the utmost accuracy [36].  While LLMs are related to 

generating natural text, others generate code (e.g., GitHub Copilot [3]), or images (e.g., DALL-E [10]).  

Therefore, the concept of genAI embraces all these AI models that generate content regardless of 

the type [37]. The output generated by these models depends on the instructions they are provided in 

the prompt, and they can be improved with new ones until the output generated is the expected one 

[38]. This process, known as prompt engineering [39], involves designing and testing inputs to achieve 

the desired result. 
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CHAPTER 3 

Methodology 

An SLR is a structured approach that aims to identify, evaluate, and synthesise all relevant studies and 

findings to provide a comprehensive overview of current knowledge of a chosen topic [40]. An SLR 

encompasses only formal literature, also known as white literature, which consists of high-credibility 

sources such as journal articles, conference proceedings, and published books [41] as specified in Table 

3.1. 

Table 3.1. Spectrum of the White, Grey, and Black Literature [41]. 

White Literature Grey Literature Black Literature 

Published journal papers Preprints Ideas 
Conference Proceedings e-Prints Concepts 

Books Technical reports Thoughts  
Lectures 

 

 
Data sets 

 

 
Audio-Video media 

 

 
Blogs 

 

 

This research follows the guidelines outlined by Kitchenham [40], which can be broken down into 

three phases. Figure 3.1 illustrates these phases, which include identifying the need for a review, 

conducting the review, and reporting the findings. Each phase corresponds to specific tasks and 

objectives that ensure the comprehensiveness and rigour of the SLR process.  

Planning the Review 
 

Conducting the Review 
 

Reporting the Review 
 

 

 

 

 

Identification of the 
need for review 

 As GenAI is an emerging 
technology, there needs 
to be an understanding of 
its use in education from 
the perspective of all 
academic levels 

 

Identification of Research           
Selection of search string 
that contains the most 
important keywords for 
this research     

 

Selection of studies 
Consists of the search 
string applied on multiple 
databases  

 

Report the findings                        
Writing the report 

Structure the review 
protocol 

Define the steps to 
achieve the selection of 
studies 

Study Quality 
Assessment 

Apply inclusion and 
exclusion criteria to the 
sources    

 

Data extraction analysis 
Analyse data extracted 
from the source selection    

Figure 3.1. Phases Adopted in this Research. 
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The initial phase involves describing the plan for this review, which introduces the motivation for 

this work and the structured plan to conduct it. The second phase focuses on executing the review by 

designing the search string to be applied in selecting databases to retrieve the article dataset. This 

selection will correspond to the foundation of this review and meet specific standards of quality and 

relevance. Additionally, a thorough analysis of the gathered data will be presented. 

Finally, the third phase corresponds to the findings report. By following these structured phases, 

this research aims to deliver a thorough review of the current knowledge regarding the use of genAI 

in education. The subsequent chapters will explore the specific methodologies employed and the 

findings derived from this systematic approach. 
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CHAPTER 4 

Planning the Review 

This section corresponds to the initial phase of the SLR process, outlining the motivation for this 

research and the intended protocol to obtain the final document set used in the subsequent phases. 

 

4.1. Need for a review 

The motivation for this work is to provide a comprehensive understanding of the use of genAI in 

education, including its potential benefits and limitations. As genAI is an emerging technology, there 

is a need to explore its applications and implications in the field of education [42]. Therefore, this study 

aims to provide valuable insights to educators, students, and institutions by conducting an SLR of 

relevant literature, enabling informed decisions about using this technology in education. 

 

4.2. Review Protocol 

This section outlines the systematic approach used to conduct and report the review of relevant 

literature. The protocol is designed to ensure a comprehensive and unbiased selection of studies and 

is structured as follows:  

• Design a search string. 

• Apply the search string to databases. 

• Apply inclusion and exclusion criteria. 

• Review abstracts. 

• Identify and remove duplicate entries. 

• Conduct a detailed full-text assessment. 

• Snowballing to identify additional studies. 

• Final document set of selected studies. 

The initial step involves designing a search string using relevant keywords that encapsulate the 

main themes of the research topic. This search string was applied to four major databases: Scopus, 

Web of Science, IEEE, and ACM. The choice of these databases ensures a comprehensive coverage of 

high-quality, peer-reviewed literature.  

To refine the initial set of retrieved documents, specific inclusion and exclusion criteria were 

established. Inclusion criteria involve selecting studies based on factors such as publication date, 

language (English), and mentions of the search string. Exclusion criteria are used to remove studies 

that do not meet these standards, such as those with unidentified authors, those not related to the 
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topic or those published in languages other than English. The criteria applied are outlined in the next 

chapter. 

Following this, the abstracts of the remaining documents were reviewed to determine their 

relevance. Additionally, duplicate entries, which can occur when multiple databases are searched, 

were identified and removed to avoid redundancy and maintain a unique set of documents. 

A detailed evaluation of each study's entire content was performed to judge its relevance, quality, 

and contribution to the research topic. To enhance the comprehensiveness of the literature review, a 

snowballing technique was employed. This involved examining the references cited in the selected 

studies and identifying additional relevant studies that have cited these documents. This method 

helped discover further literature that may not have been captured in the initial search. 

The final document set includes studies rigorously selected through the above steps. This set 

represents the literature that forms the basis of the review. The documents that are most relevant and 

valuable to the research topic will be analysed in depth in the subsequent chapters. 
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CHAPTER 5 

Conducting the Review 

This section refers to the second phase of the SLR, where the review protocol defined in the previous 

chapter will be followed to achieve a final selection of studies. A search string will be identified and 

applied to the databases to obtain the array of white literature. The resulting documents will undergo 

multiple filters to narrow the set to the most relevant ones. The final selection results will be 

transformed into data for further analysis.  

 

5.1. Identification of Research  

In June 2023, a comprehensive search was conducted across Scopus, Web of Science, IEEE, and ACM 

to select studies for this research. A specific search string incorporating critical keywords was carefully 

designed to ensure the retrieval of the most relevant documents. Given that this study aims to enhance 

the understanding of genAI in education, the search string was designed to include keywords relevant 

to both areas. This approach led to the creation of a search string outlined in Table 5.1. 

Table 5.1. Search String Applied in the Dataset Engines. 

  (generative-ai OR genAI OR chatgpt OR bard OR bing-ai)  
Search 
String  AND  

  (education OR academics OR university) 

 
 

5.2. Selection of Studies 

Selecting the studies for this research involved multiple steps to ensure the most relevant ones were 

chosen. After designing the search string, the first step for this process corresponds to the first filter in 

Table 5.2. Applying this string to the chosen databases results in an initial set of 255,719 documents.  

 
Database Filter 1 Filter 2  Filter 3 Filter 4 Filter 5 Filter 6 Snowballing 

Scopus 238,585 335 179 59 41 29 

3 

Web Of 
Science 

14,522 192 130 120 81 63 

IEEE 200 34 32 32 29 18 

ACM 2,412 15 14 14 13 8 

Total 255,719 576 355 225 164 118 121 

Legend: Filter 1 - Query All Fields; Filter 2 - Query Abstract; Filter 3 - Apply Inclusion/ Exclusion Criteria;       
Filter 4- Remove Duplicates; Filter 5 - After Abstract Screened; Filter 6 - Full-text Document Assess; 

Table 5.2. Filters Used in the SLR Protocol. 
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A second filter was then applied, reducing the number to 576 documents by excluding each 

abstract that did not mention the keywords in the search string. Following this, a third filter based on 

the inclusion and exclusion criteria outlined in Table 5.3 was applied, resulting in 221 articles being 

removed.  

Further narrowing down the set, 130 duplicate documents were identified and removed, leaving 

225 documents. An abstract screen was then performed to validate the topic of each article, resulting 

in sixty-one being removed. The next step involved a full-text assessment to confirm the relevance of 

the selected articles to the research topic. This final filter led to the removal of forty-six articles. During 

the full-document assessment, relevant articles identified were subsequently included in the dataset. 

This iterative process, referred to as snowballing, added three more studies. The final selection 

comprised 121 studies. 

 

5.3. Study Quality Assessment   

Establishing clear inclusion and exclusion criteria ensures that the literature reviewed is relevant, high-

quality, and directly applicable to the topic in question [40]. The inclusion criteria ensure that only 

studies meeting specific standards of relevance and quality are considered. These criteria are as 

follows: 

• Publication Date: To ensure the research is up-to-date and relevant, we include only studies 

published from 2018 onwards. 

• Relevance to Search String: Studies must explicitly mention or address the keywords used in 

the search string to ensure they are relevant to the research topic. 

• Access: Studies must be free and accessible. 

The exclusion criteria help filter out studies that do not meet the necessary standards or are 

irrelevant to the research topic. These criteria are as follows: 

• Unidentified Authors: Studies with unidentified or anonymous authors are excluded. 

• Non-English Publications: Studies published in languages other than English are excluded. 

• Lack of publication date: Studies published without a publication date are excluded. 

These criteria are summarised in Table 5.3, and they were systematically applied to filter the initial 

set of documents, corresponding to the third filter in Table 5.2.  

Table 5.3. Inclusion and Exclusion Criteria Applied in this Research. 

Inclusion Criteria  Exclusion Criteria  

Published 2018 onwards  No Publication Date 

Mentions Of Search String  Not Written in English  

Full-Text Accessible Unidentified Author 
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5.4. Data Extraction Analysis  

Upon completion of the selection process, a final set of white literature was obtained. This section 

presents the data extraction analysis for a total of 121 publications. It begins by examining the 

distribution of the final set by illustrating the number of publications contained in each database. 

Following this, Figure 5.2 demonstrates a distribution based on the type of document, and then, to 

conclude this analysis, Figure 5.3 explores the distribution according to the document's publication 

year.   

 

5.4.1. Distribution of Studies per Data Engine 

The pie chart in Figure 5.1 illustrates the distribution of the final set of documents across different data 

engines. Figure 5.1 reveals that Web of Science contains the highest number of publications, 

accounting for 63 out of the 121 documents. This dominance suggests that this database is a crucial 

source for high-quality research in the field of genAI and education, highlighting its importance in this 

review. The remaining are distributed as follows: twenty-nine from Scopus, eighteen from IEEE, and 

eight from ACM.  

 

Figure 5.1. Distribution of the Final Set of Publications per Database.  

 
5.4.2. Distribution of Studies per Type of Document 

Another aspect to analyse is the categories of documents in the final set and their distribution. For the 

current study, Figure 5.2 displays the distribution of the final set of publications by document type. 

Most of the articles are journal articles (99), followed by 21 conference papers and 1 report. 

29

63

18

8

Distribution of Studies per Data Engine

Scopus Web Of Science IEEE ACM
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Figure 5.2. Distribution of the Final Set of Publications per Document Type. 

 
5.4.3. Distribution of Studies per Year 

As described in section 5.1, the period chosen for this research was from 2018 onwards. However, as 

demonstrated in Figure 5.3, the final selected studies contain six articles from the year 2022 and 115 

for 2023, resulting in an increase of one hundred and nine articles from one year to the next. This data 

supports the need to research genAI in education since it is a recent topic, as Strzelecki [42] mentioned.  

 

Figure 5.3. Distribution of the Final Set of Publications per Year. 

Given the need to examine the applications and concerns of these tools [43] in education, the 

subsequent chapter will present the findings derived from the analysis of the final selection of studies, 

which have been filtered according to the criteria outlined Table 5.2.   
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CHAPTER 6 

Reporting the Review 

This section represents the final phase of the SLR, where the analysis of selected studies and the 

corresponding findings are presented. Through thoroughly examining relevant articles, five major 

areas have been identified as crucial for understanding the current literature surrounding genAI and 

its applications in education.  

The five key areas are Applications and Benefits, Limitations, Risks and Concerns, Future 

Suggestions, Educational Level and GenAI Tools. Each of these main themes will be expanded upon in 

the following subsections, providing detailed insights into the review findings from each perspective. 

To offer a comprehensive understanding, each area is associated with several subcategories. The 

following conceptual map in Figure 6.1 provides a visual representation of the main areas identified 

and exemplifies some of each area's categories.  

 

Figure 6.1. Conceptual Map of the Key Areas. 

The research follows the distribution proposed by Webster & Watson [44] using a concept-centric 

approach. First, the analysis vectors for this research were identified and separated into main areas or 

themes, which represent the main areas in Figure 6.1. Following the identification of these areas, a 
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thorough full-text analysis was conducted for each article in the dataset, categorising the content 

within the identified areas. Each category in the corresponding area includes the relevant articles 

mentioning that category.  

This approach allowed for a systematic organisation of the information retrieved from the 

research, facilitating a more comprehensible presentation of the findings. To organise this information, 

tables were designed to display the distribution of the selected studies by category, along with the 

corresponding references. This tabulated information is displayed in the corresponding subchapters 

and, in certain cases, in the Appendix section. 

The purpose of this chapter is to report the literature review findings by presenting a clear and 

organised overview of the current state of research on the use of genAI in education. This structured 

approach helps educational stakeholders better understand the potential applications, benefits, 

limitations, and future directions for genAI in educational settings, thereby contributing valuable 

insights to the academic community. The following subchapters will report each identified area and 

their corresponding categories. 

 

6.1. Applications and Benefits of GenAI in Education 

This section explores the diverse applications and benefits of integrating genAI tools into education. 

These benefits, derived from the analysis of selected studies, encompass a wide array of aspects, 

including providing continuous feedback to students, enhancing learning experiences, improving 

educational process efficiency, and positively impacting various educational stakeholders. 

Through the literature analysis, a total of twenty-eight categories were identified under this 

section, reflecting the broad range of genAI’s applications and the positive outcomes associated with 

its use in education. These categories have been grouped into seven main themes to enhance clarity 

and organisation. They aggregate related categories and provide a structured understanding of the 

areas most highlighted in the literature. The seven themes are: 

• Automated Processes and Productivity 

• Content Creation and Enhancement 

• Learning Support and Enhancement 

• Personalized Assistance and Feedback 

• Language and Communication 

• Student Engagement and Assessment 

• Equity and Accessibility  

The following subsections will explore each of these themes, with accompanying tables detailing 

the corresponding categories, the number of articles that mentioned each category, and the relevant 
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references. These themes are not ranked by their significance or frequency of mentions but are 

intended to provide a comprehensive and organised view of the various applications and benefits 

genAI offers within educational contexts. 

Subsequent subsections will present these themes along with the findings from the literature 

review. Each theme will provide a deeper exploration of the associated categories, illustrating the 

impact genAI has on enhancing teaching and learning in education. 

 

6.1.1. Automated Processes and Productivity  
 
This section reports on the applications and benefits associated with automating specific tasks through 

the integration of genAI and the resultant enhancement of productivity within the educational sector. 

Five categories were extracted from the literature review, as detailed in Table 6.1. 

Table 6.1. Frequency of Mentions of Categories in Automated Processes and Productivity. 

Category Count Article References 

Productivity Enhancement 16 [10] [11] [23] [36] [45] [46] [57] [67] 
[68] [71] [73] [75] [78] [90] [98] [102] 

Workload Reduction for Educators 15 [23] [56] [59] [61] [68] [73] [75] [76] 
[84] [87] [90] [95] [105] [107] [109]   

Time Management for Students 15 [4] [13] [23] [45] [60] [95] [99] [106] 
[110] [112] [115] [123] [127] [132] 
[134] 

Automated Grading 13 [56] [68] [73] [75] [76] [84] [99] [100] 
[109] [110] [115] [120] [125] 

Automated Low-Cost/Zero-Cost 
Content Creation 

2 [15] [57]  

 
The most mentioned category in this theme was Productivity Enhancement, cited in sixteen 

articles. The literature indicates that integrating genAI tools will significantly increase productivity in 

educational settings [45]. Although the exact methods to achieve this boost are not always specified, 

several authors suggest that integrating these tools will significantly increase productivity [36] in 

education. For instance, Johinke et al. [98] highlight that AI can facilitate communication processes, 

contributing to overall productivity improvements. 

The second category was Workload Reduction for Educators, cited in fifteen articles. Educators 

can leverage this technology to automate time-consuming tasks, such as grading students' 

assessments [56]. This automation allows them to save time previously spent on these tasks, 

dedicating more time to valuable activities such as providing support and assistance to students and 

preparing classwork [68], [75]. By reducing administrative burdens, educators can focus more on 

instructional quality and student engagement [73], while simultaneously reducing their workload [1]. 
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The third category was Time Management, cited in fifteen articles. The rapid access to information 

provided by these models allows users to quickly obtain the information needed [99]. This approach 

conserves the time and energy that would have been expended by looking through various sources, 

such as Google [10]. The saved time can be reallocated to other tasks [95], which is particularly 

beneficial when students are approaching deadlines and experiencing anxiety [110]. These models 

assist not only students but also educators, enabling them to complete their tasks more efficiently 

[112].  

The literature provides several examples of how genAI can be used for time management. For 

instance, genAI can aid in the research process, improving efficiency and making it easier to create a 

final draft [1]. Additionally, genAI can assist in coding project developments by generating code and 

solutions for specific coding problems, helping developers debug and find solutions more quickly [1]. 

The fourth one was Automated Grading, which was mentioned in thirteen articles. These tools can 

assist teachers by automating tasks like the grading of assignments, which significantly reduces their 

workload [68]. Moreover, automated grading can improve the consistency and fairness of assessments 

by eliminating human biases and errors. This ensures a more objective evaluation of student 

performance and saves time and resources [76], [110]. The use of AI in grading improves the 

assessment process and allows educators to allocate more time to providing feedback to students, 

enhancing the overall learning experience. 

Finally, Automated Low-Cost/Zero-Cost Content Creation was mentioned in two articles. GenAI 

tools offer significant economic advantages in educational contexts by enabling the creation of content 

at low or zero cost [57]. Their integration does not require expensive technological infrastructure [15], 

which is particularly beneficial for institutions with limited budgets and for educators and students 

who lack access to costly technologies. This capability democratises access to high-quality educational 

resources and supports inclusive education initiatives. 

The automation of tasks and the reduction in educators' workloads, as well as the time saved 

through this automation [73], opens new possibilities for educational dynamics, including the teacher-

student relationship and the nature of teachers' work. This signifies an enhancement in productivity 

[11] when integrating these tools into education.  

 
6.1.2. Content Creation and Enhancement  

The second theme addresses the creation and enhancement of content using genAI tools. This section 

reports on the five major categories identified in the SLR, as demonstrated in Table 6.2. 
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Table 6.2. Frequency of Mentions of Categories for Content Creation and Enhancement. 

Category Count Article References 

High-Quality Text Generation 44 [2] [7] [12] [14] [18] [29] [36] [42] 
[43] [56] [57] [59] [62] [65] [66] [69] 
[70] [73] [75] [76] [77] [79] [81] [84] 
[85] [86] [88] [89] [91] [96] [98] [102] 
[106] [110] [112] [114] [117] [118] 
[124] [125] [127] [128] [130] [135] 

Content Creation for Educators 29 [8] [10] [11] [14] [38] [42] [56] [59] 
[68] [73] [74] [81] [82] [84] [86] [87] 
[89] [90] [91] [94] [96] [97] [99] [104] 
[105] [109] [115] [116] [122]  

Suggestion Provision 22 [2] [3] [8] [11] [10] [13] [14] [45] [48] 
[50] [54] [64] [71] [75] [85] [104] 
[106] [108] [110] [114] [115] [116] 

Code Generation 18 [1] [3] [14] [29] [39] [56] [58] [62] 
[66] [67] [70] [74] [75] [76] [77] [80] 
[81] [115] 

Brainstorming  11 [8] [11] [57] [60] [71] [76] [102] [112] 
[113] [128] [134] 

 

The second category most frequently mentioned in the literature and the first in this section is 

High-Quality Text Generation, with forty-four mentions in total. The content generated by these tools 

is consistently described in the literature as high-quality and versatile [127]. Such tools create text [65] 

that is often indistinguishable from human-generated content [36], enabling them to serve as writing 

assistants [42]. This capability allows users to produce quality content [43], enhancing the writing 

process for various educational stakeholders.  

For instance, faculty members can rely on genAI to generate content for multiple purposes [89], 

including drafting guidelines, social media posts, website content, event presentations, statements, 

and emails [81]. This versatility extends to creating polished and professional documents quickly [127], 

assisting in both administrative and academic tasks. These tools also support students in writing essays 

[43], [61], [66], [75], and engaging in creative writing [81] across multiple languages [77]. Furthermore, 

they can also be used to complete various assignments, from writing poetry and blog texts [89] to draft 

articles, reports, and code solutions [76].  

The second category is Content Creation for Educators, which was mentioned in twenty-nine 

publications. According to the literature, educators can use genAI to reduce workload in numerous 

activities, including content generation [8], for both classroom and extracurricular use. The ability to 

generate educational content [116] opens up a new role in genAI for education, as these tools can act 

as teacher assistants [99], improving the educator's work by helping plan the classwork [59], organise 

course planning, prepare presentations [61], and innovate assessments to integrate into the classroom 
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[8], [14], [68], [84], [91], [96], [115]. This includes creating innovative quizzes and fostering new 

classroom debates. Educators can also use these tools to create textbooks [76].  

The third category, Suggestion Provision, appeared twenty-two times in the literature. GenAI can 

be used to generate the final content, such as an essay or a lab report, and as a means to seek 

inspiration and guidance [43]. Based on the literature, most articles briefly mentioned this category 

[14], [85], [114], [115], [116], indicating that genAI provides suggestions. Specific examples include 

Siegle [14], who noted that the genAI tool Bing AI can be used to generate suggestions on any specific 

concern, and Cox and Tzoc [10], who observed that ChatGPT can serve as a research assistant by 

providing useful ideas for the investigation process.  

Kovačević [54] concluded that students could benefit from the recommendations generated by 

ChatGPT. Additionally, Lyu et al. [108] concluded that the suggestions provided by these tools can 

enhance the educational process. Moreover, this technology can assist in the writing process by 

generating suggestions at any point [110], [114]  and supporting educators in preparing teaching 

materials [104].  

The fourth category is Code Generation, mentioned in eighteen articles. Some tools, like ChatGPT, 

are particularly effective at generating code for beginners [39]. A study by Rahman et al. [115] 

demonstrated the accuracy of code generated by this tool, reaching nearly eighty-six percent accuracy. 

GenAI tools can generate code and explain its functionality [14], enriching the learner's path by 

detailing how and why it generated the code that way and fostering critical thinking.  

Aside from ChatGPT, other AI tools that are specifically code-focused, such as Codex [67], have 

demonstrated superior performance in certain exams compared to student-written code. Additionally, 

Copilot's answers can surpass those provided by students when they work independently [66], 

highlighting genAI's effectiveness in introductory programming education [115]. 

The fifth category is Brainstorming, mentioned in eleven articles. During brainstorming sessions, 

blockages may occur due to a lack of structured plans or overwhelming information. In these scenarios, 

these tools can assist in the brainstorming process [8], by supporting the creative process [57], [112], 

[128] and providing suggestions [3], enabling students to focus on their thought processes and 

organise their ideas more effectively. 

 

6.1.3. Learning Support and Enhancement 

The third theme corresponds to categories that fall into the support and enhancement of student 

learning. As seen in Table 6.3, five categories of applications and benefits associated with using genAI 

tools in learning and student development were identified. 
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Table 6.3. Frequency of Mentions of Categories for Learning Support and Enhancement. 

Category Count Article References 

Enhance Learning 47 [2] [5] [13] [15] [17] [20] [29] [38] 
[42] [51] [52] [55] [56] [59] [61] [62] 
[64] [65] [66] [68] [70] [73] [75] [76] 
[78] [82] [85] [86] [90] [94] [95] [96] 
[98] [100] [107] [108] [109] [111] 
[115] [116] [117] [118] [120] [122] 
[124] [132] [133] 

Interactive Learning 17 [1] [13] [14] [21] [23] [29] [36] [50] 
[54] [56] [65] [84] [96] [99] [107] 
[109] [135] 

Skill Development 11 [14] [21] [59] [62] [70] [96] [107] 
[115] [117] [120] [124]  

Inspiration and Motivation to Learn 10 [11] [10] [14] [20] [43] [53] [52] [56] 
[59] [70]  

Multimodal Understanding               
(Text & Images) 

3 [29] [57] [132] 

 

The most mentioned category in the literature was Enhance Learning. In a total of one hundred 

and twenty-one articles, this category appeared in forty-seven. As mentioned in section 6.1.2, genAI 

can support students by serving as a writing assistant, helping them express their thoughts and ideas 

more effectively, thereby improving their writing skills [51]. By providing continuous support and 

enhancement, students can focus on refining their work without the anxiety of making mistakes [85], 

allowing them to engage more deeply with their assignments. 

These tools can also provide valuable information on various topics [86], supporting students' 

understanding and exploration of their subjects. For example, chatbots like ChatGPT can significantly 

enhance student learning [42], [52] in multiple areas, such as STEM education [55], medical education 

[69], and surgical education [111]. This suggests that genAI can play a crucial role in assisting students 

throughout their educational path by providing multiple opportunities to enhance learning [5]. 

The second category is Interactive Learning, which is mentioned seventeen times in the literature. 

The way students interact with AI through conversation can be very engaging depending on the style 

they instruct it to respond in [61]. Some more sophisticated tools can remember previous 

conversations and continue answering the user's questions with the previous context [65], making the 

flow of the interaction more human-like [107], thus enhancing the interactive experience. Additionally, 

some tools can adjust to the user’s age by styling the response accordingly [107].  

When interacting with these technologies, students can ask the model to generate learning 

materials like quizzes and games [54]. It can also be used in group discussions [135] and to help young 

students develop their language and interaction skills [91]. This adaptability to generate content 
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according to the learner’s age, subject, and type of material makes the user experience interactive and 

personalised [13] when using genAI tools.  

The third category, Skill Development, was mentioned eleven times. According to the review, it 

was noted that if the interactions with the genAI tools are properly made [96], they can aid in 

developing a range of skills useful in education. These tools can provide students with the possibility 

to develop the ability to learn independently by exploring different answers and problem-solving 

methods and thinking critically about the generated answers [62].  

An example brought by Sallam et al. [21] in dental education, where ChatGPT helped develop skills 

due to the tools’ ability to explain each step in detail and in an interactive manner. Siegle [14] stated 

that apart from ChatGPT, Bing AI also supports the development and improvement of multiple skills. 

For instance, Crawford et al. [70] concluded that this tool can improve students’ computational skills, 

and Ivanov and Soliman [96] mentioned that by interacting with these technologies, students can 

develop AI-related skills and become more aware of AI. Overall, the literature mentions that these 

tools help develop reading, writing, language development, critical thinking, and problem-solving skills 

[59], [61], [70], [107], [115], [120], [124]. 

The fifth category Inspiration and Motivation to Learn was mentioned in ten publications. These 

tools can inspire students [61] and motivate them to learn new things or improve their understanding 

of current matters [14], [109]. A study by Yilmaz et al. [70] investigated the effects of using genAI in 

programming education and revealed that using AI as an assistant caused an improvement in students' 

motivation. Banić et al. [53] also studied the impact of ChatGPT in programming and concluded that it 

significantly helps improve the learner’s motivation.  

Aside from programming education, Pataranutaporn et al. [20] analysed having an AI virtual tutor 

that is similar to a person the student admires and found that it significantly impacts their motivation. 

Cox and Tzoc [10] provide an example of how it can improve motivation, which can be by generating 

a first draft on a certain topic so students can use it as inspiration. This improvement in motivation 

allows them to feel more interested in the subjects they are studying and be more motivated to 

continue learning.  

Finally, the fifth category, Multimodal Understanding (Text & Images), appeared three times in 

the review. Although some genAI tools are only text-based, others, like ChatGPT-4 [132] have a 

multimodal understanding, meaning they can generate both text and images. This capability allows 

them to process images and diagrams, thereby assisting students with their assignments beyond text 

limitations.  
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6.1.4. Personalized Assistance and Feedback  
This section explores the four categories extracted from the literature, as seen in Table 6.4, which 

demonstrates how genAI’s constant availability can benefit both educators and students and the 

purpose they can serve by assisting them in their daily tasks.  

Table 6.4. Frequency of Mentions of Categories for Personalized Assistance and Feedback. 

Category Count Article References 

Personalised Feedback 38 [5] [8] [10] [11] [13] [14] [16] [21] 
[23] [50] [51] [52] [54] [56] [61] [68] 
[69] [70] [71] [73] [75] [76] [78] [84] 
[85] [90] [96] [97] [99] [104] [105] 
[109] [110] [117] [120] [126] [131] 
[135] 

Virtual Tutor  37 [1] [3] [11] [13] [14] [16] [20] [23] 
[29] [39] [50] [54] [56] [61] [65] [70] 
[79] [83] [85] [89] [95] [96] [97] [99] 
[104] [105] [107] [109] [110] [112] 
[115] [116] [120] [123] [131] [134] 
[135] 

Research Assistant 36 [8] [10] [11] [14] [19] [29] [43] [50] 
[56] [57] [59] [60] [69] [73] [75] [76] 
[81] [83] [86] [89] [93] [96] [98] [99] 
[102] [103] [106] [110] [113] [115] 
[116] [118] [119] [122] [128] [132] 

Information Summarization 22 [6] [10] [62] [67] [69] [72] [75] [76] 
[84] [88] [89] [95] [96] [99] [102] 
[104] [106] [108] [113] [114] [128] 
[132] 

 

The first category mentioned in this section is Personalized Feedback, with thirty-eight mentions 

in total. Innovations like ChatGPT have revolutionised how students access information [110]. These 

tools are always available to users, providing feedback on any topic whenever needed [85]. This is 

particularly beneficial for students who may require immediate feedback on their work when educator 

availability is limited. The literature often highlights the ability of genAI to provide personalised and 

immediate feedback [1], [8], [15], [61], [68], [70], [73], [84], [99], [104], [109], [117], [120], which Naidu 

and Sevnarayan [110] consider essential for learning.  

The feedback from these tools can be used to improve the quality of work produced [85] across 

various educational areas. It can enhance the overall writing quality of an assignment [75], [105], 

whether by providing personalised feedback on a document [71] or by improving the grammar, as 

explained by Hwang and Nurtantyana [51]. Additionally, Sallam et al. [21] mentioned that students can 

benefit from genAI’s ability to provide instant feedback on the techniques they are utilising to produce 

their work. This availability for feedback and the resultant improvements can significantly impact the 

students' work quality and overall learning experience [105].  
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The second category is Virtual Tutor, which has been mentioned in thirty-seven publications. Some 

authors in the literature list the benefits of using genAI tools as virtual tutors, such as Su and Yang [13], 

who cite immediate feedback and tailored experience for students, and how it can assist them in 

managing their time. Qadir [11] notes that the ability to ask questions and receive answers is a 

significant application of genAI tutoring, and Yilmaz and Karaoglan [70] concluded that these tutors 

can positively impact the learner’s grades and motivations towards their subjects. Therefore, research 

findings demonstrate that genAI can serve effectively as a virtual tutor [23]. 

Educators can also leverage this technology by assigning various roles to these tools [97]. GenAI 

can act as a content creator, grading assistant, or administrative assistant. This constant support and 

availability make these tools effective virtual tutors [14]. They can help personalise students' learning 

paths [15] and provide tailored learning experiences [110] that meet individual needs. This 

personalised approach can assist students by answering questions, summarising information [67], 

preparing them for assessments [104], and providing personalised feedback with human-like 

responses [135], enhancing the interactive learning experience discussed in 6.1.3. 

The third category is Research Assistant, which is mentioned in thirty-six articles. According to the 

literature, AI can function as a research assistant [75], [99], [118], aiding in the overall process of 

research and investigation. It can help retrieve and analyse information by processing substantial 

amounts of data and transforming it into valuable insights that form the foundation of research [83]. 

This ability to process vast amounts of text [43] coupled with summarising extensive information [99], 

[102], significantly reduces the time required for research tasks [75], [132], allowing researchers to 

concentrate on other critical aspects of their work.  

Additionally, in an investigation of the role of genAI tools in academic research, Lund et al. [106] 

provided examples of how AI can assist researchers, from language assistance to formatting 

references. Therefore, genAI can support multiple stages of the research process [69], from data 

collection and analysis to writing and synthesising [119]. 

The fourth category mentioned in this section is Information Summarization, with twenty-two 

mentions in the literature. Research findings indicate that most mentions cite this category briefly, 

concluding that genAI can assist in summarising information [6], [62], [67], [75], [76], [84], [96], [99], 

[102], [104], [106], [108], [113], [114], [128], [132]. Crawford et al. [69] and Rudolph et al. [72], noted 

that it can summarise documents, a skill necessary for the learning process, as described by Emenike 

et al. [95]. 

When used transparently and ethically, genAI tools can provide numerous benefits for students, 

educators, and researchers [73]. These tools provide personalised assistance and feedback, 

significantly enhancing teaching and learning experiences. With their continuous support, availability, 

and tailored interactions, they deliver immediate feedback and research assistance. 



 

 

23 

6.1.5. Language and Communication 

This section encompasses the categories that help and transform the overall communication process. 

In this research, three categories were extracted from the literature, as demonstrated in Table 6.5. 

Table 6.5. Frequency of Mentions of Categories for Language and Communication. 

Category Count Article References 

Multilingual Communication 25 [4] [29] [43] [50] [55] [56] [62] [70] 
[71] [75] [77] [81] [84] [88] [99] [104] 
[106] [108] [114] [115] [116] [117] 
[120] [122] [128] 

Accurate Definitions  15 [6] [7] [19] [21] [29] [57] [62] [69] 
[75] [86] [89] [90] [92] [96] [100] 

Reduction of Language Anxiety 2 [52] [56] 

 

The first category is Multilingual Communication, as mentioned in twenty-five publications. The 

literature reveals that genAI is proficient in supporting multilingual communication [62], [88]. Some 

publications mentioned the ability of these tools to translate texts into multiple languages [50], [55], 

[62], [71], [115], [116], [128], providing advanced support in those languages [56], [70]. Thus, making 

them valuable in educational settings, particularly for non-native speakers [114]. Dwivedi et al. [77] 

provide examples of document types genAI can write in different languages, including poetry and 

essays. These tools are particularly beneficial in assisting non-native speakers by reducing language 

barriers [29], [43], [62], [71], [75], [84], [88], [99], [104], [106], [108], [114], [115], [116], [117], [120], 

[122], [128].  

In addition to translations, these tools can make text more understandable for their audience. For 

instance, Peres et al. [4] highlighted the benefit of transforming academic style into a more 

conversational tone, and Lyu et al. [108] discussed translating medical terms into a similar style. By 

utilising these capabilities, genAI can produce grammatically correct content in several languages and 

styles [55]. 

The second category presented in this theme is Accurate Definitions, appearing fifteen times in 

publications. According to the literature, GenAI tools are capable of providing precise and accurate 

definitions [6], [75], [89], [100], which is particularly useful in educational contexts. In medical 

education, Xie et al. [19], stated that ChatGPT provided correct definitions in a specific area of study, 

while Sallam et al. [21]  discussed how these tools can understand and explain concepts. Das et al. [86] 

found that ChatGPT can answer microbiology questions, providing accurate definitions to students. 

Similarly, genAI has been shown to offer accurate clinical insights in its responses [92]. This capability 

demonstrates how this technology supports students in their learning processes. 

This section's third and final category is Reduction of Language Anxiety, mentioned in two 

publications. GenAI tools can significantly reduce language anxiety among students [52]. The access to 
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extensive educational resources that AI provides allows these tools to increase equality of opportunity 

in education, as they can offer more inclusive materials, personalised support, and interactive 

communication, as stated by Bahrini et al. [56].  

This technology provides a safe and non-judgmental platform for practising language skills, helping 

students gain confidence in their abilities. It allows them to practice speaking, writing, and 

comprehension without fear of making mistakes in front of peers or teachers, ultimately improving 

their overall language proficiency. 

 

6.1.6. Student Engagement and Assessment 

This theme highlights the ways genAI tools enhance student engagement and support various 

assessment processes. Four categories were extracted from the literature, as seen in Table 6.6. 

Table 6.6. Frequency of Mentions of Categories for Student Engagement and Assessment. 

Category Count Article References 

Assessment Support 20 [39] [42] [56] [61] [76] [77] [83] [86] 
[88] [91] [92] [99] [100] [104] [105] 
[110] [122] [125] [132] [135] 

Exam Passing Support 12 [16] [29] [47] [48] [58] [66] [72] [73] 
[75] [100] [101] [117] 

Outperforming Student Responses 2 [18] [66] 

Comfortable Asking AI Instead of 
Teachers 

1 [55] 

 

The first category mentioned in this theme is Assessment Support, appearing in twenty 

publications. The research indicates that genAI tools can provide substantial support for several types 

of assessments [56], helping students improve their studying and learning abilities. According to Lo 

[104], Lodge et al. [105] and Sevgi et al. [122], these tools can generate content to help students 

practice for their assessments, grade students’ work, and provide feedback to enhance their learning. 

Additionally, Tsang [132] noted that genAI can explain definitions and concepts. 

The type of assignments generated to assist students in their learning process can include 

multiple-choice, figure-based and essay questions [77]. Furthermore, these tools can create scenarios 

for students to practice with real examples. In medical education, genAI can enhance students’ 

diagnostic and treatment-planning abilities by providing realistic case scenarios for practice [99]. 

Consequently, as concluded by Yan [135], reliance on these technologies to support studying and exam 

preparation has demonstrated improvements in the quality of student work.  

The second category presented in this theme is Exam Passing Support, which is mentioned in 

twelve articles. According to the literature, genAI tools have demonstrated their ability to pass exams 

and answer assignments correctly [48]. For instance, ChatGPT has been shown to pass MBA exams 
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[75], perform comparably to students on physics exams [100], achieve remarkable results in multiple-

choice exams [101], and pass exams in the law and business fields [29]. These tools can also assist with 

introductory exam answers [16], [47], [48], [117], offering significant support in exam preparation.  

Additionally, According to Limna et al. [73], the premium version of ChatGPT has performed well 

in graduate-level exams, demonstrating a passing grade. This showcases the technology’s ability to not 

only provide correct answers to assessments but also support students in preparing for them [75], as 

discussed in the previous category.  

The third category Outperforming Student Responses was mentioned twice in the literature. 

According to Li et al. [18], these tools can generate responses that often outperform those of 

students—an example provided by Finnie-Ansley et al. [66] concluded that genAI tools like Codex can 

generate better responses than students, and tools like Copilot have demonstrated the ability to create 

superior solutions compared to those produced by students working independently. 

Finally, the fourth category, Comfortable Asking AI Instead of Teachers, appeared in one 

publication. As previously discussed in section 6.1.5, this technology provides a non-judgemental tool 

for students, allowing them to feel confident and comfortable making questions without expecting 

judgment in return [55]. This environment encourages frequent interactions and fosters a deeper 

understanding of subjects where students have doubts.  

 

6.1.7. Equity and Accessibility  

This section refers to the final theme identified for the applications and benefits of using genAI in 

education. It introduces the role of genAI in promoting equity and accessibility in education and 

consists of two categories, as mentioned in Table 6.7. 

Table 6.7. Frequency of Mentions of Categories for Equity and Accessibility. 

Category Count Article References 

Equity and Access to Education 21 [2] [4] [15] [29] [52] [56] [66] [68] 
[81] [83] [90] [96] [108] [110] [111] 
[115] [116] [122] [123] [127] [132] 

Learning Disabilities Support 6 [29] [56] [68] [81] [83] [115] 

 

The most frequently mentioned category in this theme is Equity and Access to Education, with 

twenty-one mentions in the literature. The constant availability of genAI tools ensures that learning 

resources are also easily accessible [52]. GenAI offers easy and fast access to vast amounts of 

information [90], [110], providing personalised feedback and learning experiences adapted to 

individual needs. This adaptability allows genAI to support different literacy levels within a classroom, 

helping students with lower levels improve their skills [15].  
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Beyond language literacy, genAI can also support and better integrate students with 

communication disabilities by providing tools to improve their communication skills [81]. Additionally, 

the widespread availability of genAI helps students, educators, and faculties [96], as well as researchers 

[4] across the academic spectrum. For instance, a study conducted by Finnie-Ansley et al. [66] exploring 

the impact of genAI coding tools in informatics education reported that tools like Copilot, freely 

accessible to students, generate better solutions to beginner-level coding problems than unassisted 

efforts. The literature indicates that the accessibility these tools provide results in improved access to 

education [108], [123], [127], leading to more significant equity throughout educational institutions 

[2].  

The category Learning Disabilities Support was mentioned in six publications. This technology 

offers tailored support for students with learning disabilities, enabling them to engage with 

educational content more effectively [68]. These tools can support various areas, such as language and 

social skills, and generate multiple types of learning materials tailored to the learner’s level and ability, 

thereby improving inclusivity among students [56].  

For instance, ChatGPT offers functionalities such as transforming speech to text or vice versa [115], 

making learning more accessible and adapted to individual needs. As stated by Wagholikar et al. [29], 

this tool benefits users with disabilities by allowing them to use the voice option to record their 

thoughts and translate them into text, enhancing accessibility. Additionally, Corsello and Santangelo 

[83], noted that LLMs are capable of detecting developmental delays in young students through speech 

and language analysis, enabling early intervention and enhancing their development outcomes. 

Therefore, genAI can ensure that all students have the opportunity to succeed regardless of their 

challenges [81]. 

 

6.2. Limitations, Risks, and Concerns of GenAI in Education 

While genAI offers numerous advantages, as outlined in the previous subchapter, it also presents 

several limitations and risks that must be addressed. According to the SLR, twenty categories have 

been identified that discuss potential challenges such as ethical considerations, privacy issues, bias, 

plagiarism, over-reliance on genAI tools, and concerns regarding the reliability and accuracy of 

generated content. These categories will be analysed and reported in the following sections. 

The categories have been grouped into six main themes to enhance clarity and structure; each 

aggregating related challenges identified in the literature. These themes are: 
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• Academic Integrity and Ethical Challenges  

• Accuracy, Bias, and Plagiarism Issues  

• Authorship and Content Attribution 

• Security and Privacy Risks 

• Technical, Usability, and Interaction Challenges 

• Cognitive and Educational Impact 

The following subsections will explore each one, with accompanying tables detailing the 

corresponding categories, the number of articles that mention each category, and the relevant 

references. Their significance or frequency of mentions does not rank these themes. It is intended to 

provide a comprehensive and organised view of the various limitations and concerns that arise with 

the emergence of genAI in education. 

The following subsections will present these themes along with the findings from the literature 

review, offering a deeper exploration of the challenges and risks posed by genAI integration in 

educational contexts.  

 

6.2.1. Academic Integrity and Ethical Challenges 

This section reports on the academic integrity and ethical challenges faced when integrating genAI into 

education. Three categories were extracted from the literature that fit within this theme, as seen in 

Table 6.8.  

Table 6.8. Frequency of Mentions of Categories for Academic Integrity and Ethical Challenges. 

Category Count Article References 

Academic Integrity  49 [2] [6] [8] [11] [13] [15] [17] [19] [21] 
[14] [16] [36] [48] [50] [55] [56] [57] 
[58] [59] [60] [65] [69] [70] [72] [75] 
[76] [77] [80] [81] [84] [85] [90] [98] 
[99] [104] [105] [106] [109] [112] 
[115] [118] [119] [121] [122] [128] 
[130] [131] [132] [135] 

Ethical Concerns 38 [5] [8] [10] [13] [16] [29] [42] [46] 
[52] [55] [56] [57] [68] [71] [76] [82] 
[83] [94] [95] [96] [106] [107] [108] 
[109] [110] [112] [113] [114] [116] 
[118] [122] [125] [127] [128] [130] 
[131] [132] [134] 

Misuse  11 [16] [17] [18] [42] [56] [65] [97] [101] 
[114] [122] [132] 

 

The first category, Academic Integrity, is the third most frequently mentioned concern in the 

literature regarding the limitations, risks, and challenges of integrating genAI in education, with forty-
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nine references. Some authors mention academic integrity as a concern [8], [59], [60], [69], [75], [76], 

[77], [81], [90], [105], [112], [132], without providing detailed examples of how it might be 

compromised. However, approximately sixty-one percent of the articles in this category specifically 

highlight plagiarism as a significant threat to academic integrity [2], [6], [11], [13], [14], [15], [21], [48], 

[50], [55], [56], [57], [65], [72], [75], [76], [80], [84], [90], [98], [99], [104], [106], [112], [118], [119], 

[121], [122], [130], [135]. 

Beyond plagiarism, other concerns regarding the use of genAI in education were identified. 

Susnjak [36] points out that students can use AI-generated information to cheat on evaluations and 

assignments. Rahman et al. [115] further emphasise that cheating is exacerbated in online 

environments, as students have more access to genAI tools, and Nikolic et al. [39] conclude that online 

assessments pose a significant risk to academic integrity. Overall, approximately thirty-nine percent of 

the articles within this category discuss cheating and academic dishonesty as critical issues associated 

with the use of genAI in education [16], [21], [36], [48], [57], [58], [65], [70], [75], [81], [85], [99], [109], 

[110], [115], [128], [131], [135]. These concerns highlight the need for robust strategies and policies to 

maintain academic integrity in the face of increasing genAI integration in educational settings. 

The second category, Ethical Concerns, was reported thirty-eight times in the literature. 

Approximately seventy-six percent of the articles within this category mentioned that using genAI tools 

in education comes with ethical concerns [5], [10], [13], [29], [46], [52], [71], [76], [82], [83], [94], [95], 

[96], [106], [107], [108], [109], [112], [114], [116], [118], [123], [125], [127], [128], [130], [131], [132], 

[134], while the remaining articles provide specific examples of these concerns. From an ethical 

standpoint, Rasul et al. [8] emphasise that educational stakeholders must use these tools appropriately 

for educational purposes. For instance, Giannos and Delardas [16] argue that using genAI tools to 

complete admission assignments can create inequality in the admission process, aggravating 

educational disparities, as noted by Adiguzel et al. [68]. 

Another prominent ethical concern is the potential for plagiarism. Elder et al. [55] and Bahrini et 

al. [56] point out that these tools can facilitate plagiarism. This represents a significant issue given that 

traditional cheating detection tools may struggle to identify AI-generated content, as highlighted by 

Wu et al. [57]. Beyond plagiarism, Sevgi et al. [122] report that using genAI tools to generate and 

disseminate false information is a critical ethical concern. Strzelecki [42] further underscores the 

importance of the accuracy of information generated by these tools, as inaccuracies can have 

widespread implications. 

The third category in this section, Misuse, was mentioned eleven times in the literature. This 

category refers to how individuals can dishonestly interact with genAI, such as creating and 

disseminating false information using these tools, as stated by Bahrini et al. [56]. According to Li et al. 
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[18], it is crucial to be aware of the misuse of genAI in education to differentiate between students' 

and AI-generated content. 

Sullivan et al. [17], in their analysis of the disruption provoked by ChatGPT in universities, reported 

the categories frequently mentioned in their study, aligning with the ones in this section. This match 

demonstrates the importance of addressing misuse to maintain the integrity and reliability of 

educational content and processes, as well as addressing academic integrity and ethical concerns. 

 

6.2.2. Accuracy and Bias  

This section reports on the relevancy of the information generated by genAI tools and its accuracy. To 

do so, three categories were identified in the literature and will be reported, as seen in Table 6.9. 

Table 6.9. Frequency of Mentions of Categories for Accuracy and Bias. 

Category Count Article References 

Bias and Falsified Information 57 [2] [8] [9] [10] [11] [13] [14] [20] [21] 
[22] [35] [39] [43] [49] [50] [52] [56] 
[57] [58] [59] [60] [61] [64] [65] [68] 
[69] [71] [72] [73] [75] [76] [77] [78] 
[80] [83] [88] [89] [90] [94] [95] [96] 
[103] [104] [105] [106] [107] [108] 
[110] [116] [118] [119] [123] [128] 
[129] [130] [133] [134] 

Accuracy and Reliability 51 [3] [6] [8] [11] [13] [16] [23] [35] [39] 
[42] [47] [49] [52] [56] [57] [60] [61] 
[62] [63] [64] [66] [68] [69] [73] [77] 
[87] [88] [89] [90] [92] [93] [94] [98] 
[102] [104] [105] [108] [109] [111] 
[117] [118] [120] [122] [124] [125] 
[126] [127] [128] [130] [131] [133]  

Fake References 20 [1] [11] [19] [23] [42] [43] [49] [65] 
[69] [77] [87] [93] [96] [104] [109] 
[112] [118] [124] [125] [128] 

 

The first category in this section, Bias and Falsified Information, represents the most discussed 

limitation in the literature, with fifty-seven publications mentioning this concern. According to Siegle 

[14], the content that genAI models are trained on predominantly comes from the internet, implying 

that the quality of data generated by these models is contingent upon the quality of internet data. As 

Han and Cai [9] point out, the Internet contains biased and false information, leading scholars to 

conclude that these models can generate outputs containing prejudiced and biased content. 

Therefore, there is a significant risk of these models producing false information [76]. For example, 

Malinka et al. [65] provide instances where ChatGPT generates fake information, such as incorrect links 
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or citations. This aligns with Bekeš et al. [52], who highlight the potential of these tools to disseminate 

false information. The quality of these models is a crucial consideration due to the inherent risks 

associated with their use [89], [90]. 

The potential bias in the AI model training process can influence and impact equality in education. 

According to Alasadi et al. [22], this bias can worsen societal disparities, with one segment of society 

advancing more rapidly than others. In the educational context, the quality of data used to train these 

models can significantly affect the educational materials they generate, often leading to falsified and 

biased information, as noted by Lodge et al. [105]. Consequently, poor-quality data can cause these 

models to produce incorrect educational materials, a concern stated by Naidu and Sevnarayan [110]. 

The second category, Accuracy and Reliability, with fifty-one mentions in publications, represents 

a significant concern regarding the risks and limitations of integrating genAI into education. This 

category was extracted from the SLR and highlights the potential inaccuracies and unreliability of 

content generated by genAI models. Some authors explicitly discuss accuracy and reliability [42], [61], 

[68], [69], [87], [89], [92], [94], [102], [104], [109], [120], [122], [127], [128], [131], [133], while others 

refer to these inaccuracies as hallucinations [6], [11], [23], [35], [56], [57], [60], [64], [69], [73], [77], 

[118], [124]. 

According to Qadir [11], this lack of accuracy can be attributed to the quality of the data with 

which the models are trained. As mentioned in the previous category, the data sourced from the 

internet often contains biased and false information. Therefore, the trust users place in the content 

generated by these models must be tempered with critical analysis skills. Students must be trained to 

evaluate the information critically and discard inaccuracies, as emphasised by Joyner [63] and Nikolic 

et al. [39]. 

Bekeš et al. [52] analysed the accuracy of genAI responses on historical topics, finding several 

inaccuracies. This underscores the need for examination by students when using genAI tools. 

Additionally, Oh et al. [111] compared the performance between GPT-3.5 and GPT-4, noting that the 

newer model exhibits a higher level of accuracy, particularly in comprehending medical-related 

questions. 

Johinke et al. [98] introduce the concept of explainable AI, highlighting the challenge that users 

often do not understand how AI models arrive at their generated content or the sources of their 

information, complicating the assessment of the quality of AI-generated content [90]. Moreover, Lyu 

et al. [108] note that the variability of responses from these models, even when using the same 

prompt, adds to the unpredictability and potential unreliability of the answers provided. 

The third category, Fake References, was mentioned in twenty publications. According to multiple 

articles, genAI tools occasionally provide fake references [23], [39], [65], [69], [77], [87], [104], [109], 

[112], [118], [124], [125], [128]. For instance, Xie et al. [19] concluded in their evaluation study of 
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ChatGPT responses that the references it generated were fake and did not match any actual 

publications. Furthermore, Ivanov and Soliman [96] highlighted a significant limitation of these models 

as they often fail to cite the texts they use to generate answers. 

 

6.2.3. Authorship and Content Attribution 

This section introduces concerns from the literature related to authorship problems and the efficiency 

of plagiarism detector tools in detecting AI-generated content in students' assignments. Three 

categories were extracted, as demonstrated in Table 6.10. 

Table 6.10. Frequency of Mentions of Categories for Authorship and Content Attribution. 

Category Count Article References 

Authorship  21 [4] [46] [55] [59] [67] [75] [77] [81] 
[82] [87] [89] [96] [103] [106] [113] 
[114] [121] [122] [127] [129] [134] 

Distinguish AI from Human Writing  13 [18] [36] [43] [48] [57] [59] [79] [84] 
[88] [112] [124] [130] [135] 

Plagiarism Tools Not Reliable 6 [18] [48] [57] [75] [77] [88] 

 

The first category, Authorship, was mentioned twenty-one times in the literature. This category 

addresses issues surrounding the attribution of content generated by genAI in the educational field, as 

these tools are not recognised as authors. According to an investigation by Lee [103] on whether 

ChatGPT can be cited as an author, the conclusion is that it cannot, which raises multiple concerns 

within the academic community. Konecki et al. [67] further highlight the problem for institutions, 

noting that it is challenging to verify whether a work was exclusively done by students or if genAI was 

also used. If this last case is valid, students cannot acknowledge genAI as a co-author as these tools are 

not considered authors.  

Overall, the SLR reports that some publications mention the category briefly [59], [75], [81], [89], 

[96], [103], [106], [113], [121], [122], [127], [129], [134]. The inability to attribute authorship to genAI 

tools presents significant challenges in academic contexts, including accountability, originality, and 

ethical considerations. 

The second category, Distinguishing AI from Human Writing, was mentioned in thirteen 

publications. This limitation relates to the challenge of differentiating text written by students from 

that generated by genAI due to the technology's capability to produce human-like text, as noted by 

Shoufan [59]. Other authors in the literature echo this concern. For instance, in an assessment of 

ChatGPT conducted by Breeding et al. [79], it was found that distinguishing AI-generated content from 

human-produced content is remarkably difficult. Similarly, Cotton et al. [84] concluded that the text 

generated by genAI is challenging to differentiate from human writing. 
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Further exploration by Perkins [112] and Shaw et al. [124] revealed that it remains unclear 

whether humans or AI generated specific texts. This ambiguity presents a significant limitation, as it 

complicates the verification process in academic contexts. Thurzo et al. [130] also concluded that it is 

difficult to determine whether AI or students authored the text. 

Finally, the third category, Plagiarism Tools Not Reliable, was mentioned in six publications. This 

category highlights a critical concern faced by educational institutions, which lack effective tools to 

detect AI-generated content with certainty [75]. Li et al. [18] provided an example where the AI 

plagiarism detector used in their study failed to distinguish between AI-generated content and content 

produced by students. This aligns with the conclusions drawn by Geerling et al. [48], who noted the 

difficulty in identifying when assignments and assessments have been completed with the assistance 

of AI. 

The challenge of detecting AI-generated content is further amplified by the advanced capabilities 

of genAI tools, making plagiarism detection more difficult [57]. Since these tools can produce content 

that is undetectable by conventional plagiarism detectors [77], institutions must reevaluate their 

approaches and tools to address this issue effectively [88]. 

 

6.2.4. Security and Privacy Risks 

This section highlights concerns regarding the safety of the student's private data and the data given 

to genAI models, mainly if it contains personal information. To address these issues, two categories 

were extracted from the literature, as detailed in Table 6.11. 

Table 6.11. Frequency of Mentions of Categories for Security and Privacy Risks. 

Category Count Article References 

Privacy and Safety  21 [9] [13] [14] [21] [56] [59] [68] [75] 
[78] [83] [88] [94] [95] [107] [109] 
[110] [118] [123] [130] [131] [132] 

Cybersecurity 9 [14] [29] [56] [59] [73] [75] [83] [110] 
[118] 

 

The first category reported in this section is Privacy and Safety, with twenty-one publications 

mentioning this concern. According to the literature, most authors briefly address this category 

without providing detailed examples of how privacy and safety issues may affect students or how 

students might inadvertently contribute to these issues. They generally refer to this concern as an 

invasion of student privacy [9], [13], [21], [14], [56], [59], [75], [83], [88], [94], [95], [107], [109], [110], 

[118], [123], [130], [131], [132].  
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However, Adiguzel et al. [68] highlight a specific concern where genAI models collect the data 

inputted by users. This emphasises the importance of students being aware of the data they share with 

these models, as it can compromise their privacy and the privacy of other educational stakeholders. 

The second category, Cybersecurity, was mentioned in nine articles. According to the literature, 

most articles briefly mention that integrating genAI tools in education can pose security risks [56], [29], 

[59], [73], [75], [83], [110], [118]. However, in his exploration of AI in gifted education, Siegle [14] 

concluded that there are significant cybersecurity risks in addition to safety and privacy concerns 

associated with students' usage of genAI. These risks include the potential for these tools to be misused 

for cyberbullying. 

 

6.2.5. Technical, Usability, and Interaction Challenges 

This section addresses the technical, usability, and interaction challenges of integrating genAI into 

educational settings. Three categories were extracted from the literature analysis, as seen in Table 

6.12, highlighting the complexities and limitations that educators and students may encounter when 

incorporating genAI into the learning environment. 

Table 6.12. Frequency of Mentions of Categories for Technical and Interaction Challenges. 

Category Count Article References 

Inefficient Communication 8 [3] [6] [13] [29] [52] [56] [59] [99] 

Lack of Human Interaction 7 [56] [68] [73] [115] [120] [123] [134] 

Technical Expertise Barriers 2 [54] [59] 

 

The first category, Inefficient Communication, was mentioned in eight articles. According to the 

SLR, some authors reported that genAI tools can be inefficient at communicating. Su and Yang [13], 

Cascella et al. [6], and Dakhel et al. [3] noted that these tools often struggle with complex instructions, 

leading to ineffective communication. Bahrini et al. [56] and Khan et al. [99] further pointed out that 

these models can have limitations in understanding context, resulting in communication issues where 

the tools do not behave as the user intends. 

Additionally, the analysis revealed that genAI tools could struggle with comprehending 

conversational language across different cultures, as noted by Shoufan [59]. They can also be less 

accurate for non-European languages, according to Wagholikar et al. [29]. This cultural discrepancy 

can lead to misunderstandings and irrelevant content generation, as highlighted by Bekeš et al. [52]. 

These communication inefficiencies emphasise the limitations of genAI in effectively responding to 

user inputs. 

The second category, Lack of Human Interaction, was mentioned in seven publications. This 

category addresses the reduced amount of human interaction when students use genAI tools, as these 
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do not require a human presence, such as a teacher, to assist. Limna et al. [73] highlight that this 

reduction in teacher-student interaction time is a significant concern when using these tools. 

Furthermore, the lack of human interaction is particularly problematic for subjects that require 

hands-on experience and in-person engagement. Vartiainen and Tedre [134] discuss this issue in their 

exploration of genAI in craft education, noting that the experience traditionally gained in a classroom 

setting is transformed into an interaction with a digital system, resulting in a loss of tactile and personal 

engagement. 

The third category, Technical Expertise Barriers, was mentioned in two publications. This category 

addresses the knowledge and expertise required to understand and integrate genAI tools into 

education. According to Kovačević [54], integrating these tools necessitates a certain level of computer 

science knowledge to comprehend the tool's functionalities and customise the experience effectively. 

This finding aligns with Shoufan [59], who concluded that a significant limitation is teachers' lack of 

technical knowledge, which interferes with their ability to interact with these tools in their professional 

roles. 

 

6.2.6. Cognitive and Educational Impact 

This section addresses the final theme identified concerning the limitations, risks and concerns 

associated with using genAI in education. It explores the potential deterioration of essential 

educational skills due to over-reliance on genAI, as well as significant impacts, as outlined in Table 6.13. 

Table 6.13. Frequency of Mentions of Categories for Cognitive and Educational Impact. 

Category Count Article References 

Dependence on GenAI  
(over-reliance)  

23 [14] [39] [42] [43] [56] [59] [61] [68] 
[81] [83] [90] [96] [97] [106] [109] 
[110] [115] [116] [117] [118] [120] 
[132] [135] 

Deterioration of Cognitive and 
Communication Skills 

14 [18] [21] [55] [56] [58] [65] [67] [75] 
[81] [90] [97] [110] [115] [117]  

Educational Equity 8 [11] [13] [68] [84] [89] [95] [117] 
[135] 

Educational Assessments  7 [1] [5] [12] [23] [29] [38] [110] 

Teachers Replacement 3 [20] [95] [117] 

Performance in School Subjects 2 [100] [104] 

 

The first category, Dependence on GenAI, was mentioned in twenty-three publications. This 

category addresses the potential risks associated with educators and students becoming overly 

dependent on these tools and the implications of such reliance. Many publications raise concerns 

about this issue [56], [61], [68], [81], [83], [97], [106], [109], [110], [115], [116], [117], [118], [120], 

[132], [135]. 
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For instance, Shoufan [59] specifically highlights concerns about the overuse of ChatGPT, while 

Dergaa et al. [43] express similar worries for both students and researchers. Farrokhnia et al. [90], in 

their exploration of ChatGPT's impact on education, concluded that this over-reliance could have 

negative consequences. Strzelecki [42], in a study on the usage of ChatGPT in education, provides an 

example of how students' over-reliance on GenAI can lead to them neglecting to verify the sources of 

AI-generated content, ultimately limiting their understanding. 

The second category, Deterioration of Cognitive and Communication Skills, was mentioned in 

fourteen articles. This category represents an indirect consequence of students' dependence on genAI 

models. Authors such as Sallam et al. [21] and Li et al. [18], concluded that over-reliance on these 

models can negatively impact students' ability to think critically and analyse information. Furthermore, 

the interaction with these models, primarily through computers or smartphones, can reduce the time 

students spend communicating with their peers and educators, further aggravating the issue. 

The literature highlights concern regarding the deterioration of critical thinking and 

communication skills [18], [21], [58], [65], [75], [81], [90], [97], [115], [117]. In terms of cognitive skills, 

Elder et al. [55] and Dwivedi et al. [75] mention the potential decline in writing skills essential for 

academic success. Dwivedi et al. [75] also emphasise that over-reliance on genAI can lead to a lack of 

problem-solving skills and creativity, which are crucial for students' overall cognitive development. This 

concern is mentioned by other authors who note the potential diminishment of problem-solving 

abilities and creativity as a consequence of excessive reliance on these tools [75], [110], [115]. 

The third category presented in this section is Educational Equity, mentioned in eight publications. 

The literature analysis reveals concerns about how the integration of genAI tools in education could 

impact educational equity [89], [135]. According to Su and Yang [13], institutions in economically 

disadvantaged areas may face significant challenges in adopting genAI, as these tools require 

investments in technological infrastructure, such as computers and reliable internet access. 

Adiguzel et al. [68] further emphasise that the emergence of genAI tools could bring more 

educational inequities, as some regions or institutions may have immediate access to these 

technologies while others may struggle to keep pace. In a study on engineering education, Qadir [11] 

concluded that the field needs to be updated with new technology, underscoring the importance of 

ensuring that all institutions have equal access to these tools. 

The fourth category, Educational Assessments, was mentioned in seven articles. This category 

pertains to the threats that genAI poses to the integrity and effectiveness of educational assessments. 

For instance, Eager and Brunton [38], in their study on the challenges of AI in higher education, 

concluded that traditional assessments commonly used in schools could be negatively impacted by 

genAI, as these tools can provide correct answers. Dwivedi et al. [75] offer a similar concern, providing 

an example of how genAI can be utilised to complete assessments and even draft an academic thesis. 
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In addition to the challenges facing traditional assessments, Naidu and Sevnarayan [110] expands 

the discussion to include the potential disruption of online classes and assignments caused by genAI. 

This concern is reinforced by Daun and Brings [1] and Wagholikar et al. [29], who highlight the risks 

that genAI poses to the integrity and reliability of online educational activities. 

The fifth category, Teachers Replacement, was mentioned in three publications. This category 

reflects concerns in the literature regarding the potential for AI to replace teachers in educational 

settings, as well as the consequent reduction in interactions between students and their educators. 

Pataranutaporn et al. [20], in their exploration of using virtual characters as teachers, concluded that 

such practices could disrupt students' educational experiences. Similarly, Sánchez-Ruiz et al. [117] 

found that students' over-reliance on genAI could lead to a significant decrease in interactions with 

their educators. In terms of job security, Iskender [95] expressed concern about teachers losing their 

jobs as AI becomes more capable of fulfilling educational roles. 

Finally, the last category in this section, Performance in School Subjects, was mentioned in two 

publications. This category highlights the inadequate performance of genAI models in specific 

academic subjects, as analysed in the literature. Kortemeyer [100] evaluated whether ChatGPT could 

pass a physics course and found that the model produced poor answers, mainly when dealing with 

mathematical problems. Similarly, Lo [104] concluded that the performance of the same model was 

underwhelming in fields such as law and medicine. 

 

6.3. Future Suggestions for GenAI in Education 

This subchapter compiles future suggestions from the literature on enhancing the effectiveness and 

acceptance of genAI tools in educational settings. Key recommendations include the development of 

innovative and updated assessments and assignments, the establishment of clear guidelines for the 

ethical and effective use of genAI, increased research into the impact of genAI on education, the 

development of more genAI-powered educational tools, and strategies to encourage the development 

of critical thinking among students.  

These suggestions were categorised into seven categories and grouped into two main themes, 

which will be discussed in the following sections. These themes are: 

• Curriculum and Educational Practices  

• Interaction, Training, and Ethical Considerations 

These two themes will be explored with accompanying tables that detail the associated categories, 

the number of articles that mentioned each category, and the relevant references. Their significance 

or frequency of mentions do not rank them. The tables are intended to provide a comprehensive and 

organised view of future suggestions regarding genAI in education. The following subsections will 
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present these themes along with the findings from the literature review, offering a deeper exploration 

of the recommendations proposed by the literature.  

 

6.3.1. Curriculum and Educational Practices 

This section explores future suggestions for integrating genAI into education, particularly concerning 

the evolution of curricula and educational practices. Based on the literature, three main categories 

were identified, as summarised in Table 6.14. 

Table 6.14. Frequency of Mentions of Categories for Curriculum and Educational Practices 

Category Count Article References 

AI Integration in Teaching and 
Curriculum 

34 [38] [39] [42] [53] [58] [59] [61] [65] 
[67] [72] [76] [77] [78] [82] [96] [97] 
[107] [110] [111] [115] [116] [117] 
[118] [120] [122] [123] [124] [128] 
[130] [131] [132] [133] [134] [135] 

Innovative Assessment Design and 
Curricula Adaptation 

21 [8] [12] [11] [17] [29] [36] [39] [48] 
[66] [72] [77] [81] [84] [88] [90] [96] 
[100] [104] [105] [107] [110]  

Development and Research of AI in 
Education 

10 [4] [5] [7] [13] [53] [57] [78] [105] 
[109] [110] 

 

The first category discussed in this section is AI Integration in Teaching and Curriculum, mentioned 

in thirty-four publications. This category encompasses various suggestions authors make across a wide 

range of articles. Approximately seventy-one percent of these articles emphasise the necessity of 

integrating genAI into the classroom setting [39], [42], [58], [59], [61], [72], [76], [96], [97], [110], [111], 

[115], [116], [117], [118], [120], [122], [123], [124], [131], [132], [133], [134]. For instance, Oh et al. 

[111], in their evaluation of the performance of OpenAI’s GPT-4 in medical education, highlight the 

importance of integrating AI to support users and enhance the current educational curriculum. 

Similarly, Naidu and Sevnarayan [110] argue that institutions must embrace these modern 

technologies as part of their curricula. 

In addition to calls for integration into the curriculum, the literature also suggests that genAI tools 

could serve as valuable assistants to educators, functioning as educational tools [38], [53], [72], [77], 

[107]. However, for this integration to be effective, Wagholikar et al. [59] suggest that teachers must 

have opportunities to interact with and analyse these tools. Furthermore, as Konecki et al. [67] noted, 

the teaching curriculum itself must evolve to accommodate and effectively utilise these technologies. 

Overall, the literature advocates for a balanced adoption of genAI tools in education [65], [82], 

[135]. Sharma et al. [123] and Tsang [132] emphasise that these tools should complement existing 

educational practices rather than replace them. Tafferner et al. [128] further suggest that this balance 
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should involve weighing human capabilities against those of AI, ensuring that both are effectively 

integrated into the educational process. 

The second category, Innovative Assessment Design and Curricula Adaptation, was mentioned in 

twenty-one publications. This category highlights the need to reassess and modernise educational 

practices, particularly the methods used for student assessments. As explored in earlier sections, 

integrating genAI into education offers advantages and challenges, with academic dishonesty being 

one significant concern. Lodge et al. [105] argued that to mitigate this issue, there must be changes in 

how assessments are designed. 

Susnjak [36] suggests that incorporating multimodal exam formats and favouring oral assessments 

could be effective strategies. These approaches would limit students' opportunities to engage with 

genAI tools during exams, as they would be under direct supervision. Complementing Susnjak's 

perspective, Kortemeyer [100] proposes dividing assessments into two parts: a discussion-based exam 

and an exam conducted without internet access, thereby minimising the risk of students interacting 

with genAI models. 

Another perspective from Lo [104] emphasises the importance of innovating exams to include 

multi-modal assessments and questions that require students to demonstrate analytical and critical 

thinking skills. This approach aligns with the findings of Arghavan et al. [66], who, in their study on 

computer education and coding AI tools, suggest that as AI tools become capable of solving exam-level 

coding problems, educators need to adapt by crafting questions that encourage deeper critical thinking 

and problem-solving. The literature suggests that the current educational curriculum must innovate to 

follow the technological advancements [88], [90]. 

This subsection's third and final category is Development and Research of AI in Education, 

mentioned in ten articles. This category emphasises the importance of expanding research and 

development efforts in the field of genAI in education. Some authors argue that there is a pressing 

need for more studies to better understand the implications and potential of genAI within educational 

contexts [4], [7], [13], [57], [109]. Lodge et al. [105] underscore the necessity of being proactive in 

researching genAI, given its rapid growth and the significant impacts it could have on education. 

Beyond increasing research efforts, Firat [5] advocates for developing more AI tools that can be 

integrated into educational settings. The literature generally supports the idea of not only conducting 

more research on genAI but also focusing on the creation of innovative educational tools [13]. Bauer 

et al. [78] suggest that universities should take the lead in developing these tools, which could also be 

applied in administrative software to enhance overall educational infrastructure. 

The research identifies four AI tools developed to assist different educational stakeholders. The 

first is Smart Uenglish, created by Hwang and Nurtantyana [51], designed to help students improve 

their English skills. The study concluded that the suggestions provided by this application significantly 
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enhanced the quality of student essays. The second tool, EconBot, was mentioned by Konecki et al. 

[67] and supports students in their economics classes. The third tool, Smart Sparrow, highlighted by 

Adiguzel et al. [68], aims to provide engaging learning materials to increase student involvement. 

Finally, Aisha, an educational tool developed by Lappalainen and Narayanan [102], is targeted at 

librarians and is designed to assist students with research when the library is closed. 

 

6.3.2. Interaction, Training, and Ethical Considerations 

The second theme within the future suggestions for genAI in education focuses on how students and 

educators can benefit from interacting with these tools. Additionally, it addresses the ethical 

considerations that must be presented to ensure that these interactions occur safely and responsibly 

within educational environments. Through this research, four main categories were identified, as 

summarised in Table 6.15.  

Table 6.15. Frequency of Mentions of Categories for Interaction, Training, and Considerations. 

Category Count Article References 

Guidelines and Ethical Education 
for AI Use 

44 [1] [2] [4] [5] [6] [7] [8] [9] [10] [11] 
[14] [16] [35] [39] [50] [55] [68] [72] 
[77] [79] [82] [83] [84] [43] [89] [92] 
[104] [105] [106] [107] [109] [110] 
[112] [113] [114] [115] [116] [118] 
[120] [122] [127] [132] [134] [135] 

Awareness and Skill Development 
for Emerging Technologies 

28 [2] [5] [9] [14] [42] [43] [46] [56] 
[58] [64] [65] [70] [72] [76] [77] [81] 
[82] [84] [85] [89] [94] [98] [104] 
[117] [120] [128] [132] [134] 

Teacher Training with AI 11 [52] [54] [70] [73] [97] [105] [109] 
[110] [120] [127] [135] 

AI Detection Tools 8 [16] [18] [36] [65] [84] [100] [115] 
[132] 

 

The first category, Guidelines and Ethical Education for AI Use, is the most frequently mentioned 

within the future suggestions theme, with forty-four publications addressing it. Yan [135] highlights 

the importance of providing educators and students with resources and training to understand the 

implications of using genAI. This includes the ethical considerations that must be considered when 

interacting with these tools, as well as the considerations of using the content generated by them. The 

literature advises the creation of courses that educate students, educators, and other members on 

how to effectively use, interact with, and benefit from genAI, while also addressing the ethical 

concerns it raises, such as issues related to academic integrity [1],[4], [7], [8], [9], [10], [14], [16], [35], 

[39], [43], [50], [72], [83], [104], [105], [112], [114], [132], [135]. 
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Approximately seventy-seven percent of the articles emphasise the need to establish academic 

guidelines to ensure that institutions, teachers, and students are well-informed and prepared for the 

implications of using genAI tools [2], [4], [5], [6], [11], [14], [43], [55], [68], [72], [77], [79], [82], [84], 

[89], [104], [105], [106], [107], [109], [110], [112], [113], [114], [115], [116], [118], [120], [122], [127], 

[132], [134], [135]. Firat [5] stresses the necessity of establishing these guidelines, while Adiguzel et al. 

[68] argue that for such guidelines to be practical, they must involve educators, students, 

administrative departments, and researchers. 

These guidelines should be comprehensive, covering all levels of education, not just higher 

education, as suggested by Luo et al. [107]. They should also clearly define how genAI tools can be 

used to benefit students [113]. Once these policies are in place, teachers will be better equipped to 

instruct their students on applying these guidelines in their coursework, ensuring that genAI is ethical 

and productive, as noted by Cotton et al. [84]. This approach aims to create an educational 

environment that maximises the benefits of genAI while minimising potential ethical risks. 

The second category, Awareness and Skill Development for Emerging Technologies, is mentioned 

in twenty-eight publications. This category includes the suggested approaches for leveraging genAI to 

enhance students' skill development and the need for institutions and educators to stay informed 

about emerging technologies, including new educational frameworks. The literature emphasises the 

importance of maintaining constant awareness of emerging tools [2], [46], as institutions must be 

proactive in integrating these advancements into educational practices, as stated by Johinke et al. [98]. 

This awareness extends beyond administrative departments and educators to include students, as 

highlighted by Ajevski et al. [77]. Effective communication about these tools and technologies should 

flow across all departments to ensure comprehensive understanding and adoption. 

The literature also emphasises the need for ongoing awareness as these tools evolve rapidly. With 

this awareness comes the opportunity to recognise and develop the skills that genAI can enhance in 

students. As AI becomes more accessible, cultivating AI literacy among students is increasingly 

important. One practical approach suggested in the literature is to teach students how to design 

effective prompts [70], [94], enabling them to ask precise questions that yield the most accurate and 

relevant responses from these tools. 

However, there is a concern that certain fundamental skills, such as critical thinking, could be 

undermined as genAI tools increasingly generate text quickly and easily. The literature emphasises the 

importance of encouraging critical thinking in the classroom and through corresponding assignments 

or assessments [9], [14], [42], [43], [56], [58], [64], [65], [70], [76], [81], [82], [84], [85], [89], [94], [104], 

[117], [120], [128], [132], [134]. Malinka et al. [65] suggest the need for educators and students to 

analyse and verify the content generated by these tools critically. Cotton et al. [84] further recommend 
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that teachers create assessments that demand students to develop critical thinking skills, thus ensuring 

that this essential skill is not lost but strengthened through genAI. 

The third category, Teacher Training with AI, is highlighted in eleven articles. Given that genAI 

tools represent a rapidly emerging technology, many educators have little to no prior experience or 

familiarity with these tools. To promote educational equity, it is crucial to encourage and support 

teachers in engaging with genAI. This engagement will enable educators to understand the capabilities 

of these tools, how they can assist in their teaching, and how students can benefit from their use. The 

literature encourages providing teachers with the necessary training and support to learn and 

integrate genAI into their educational practices effectively [52], [54], [70], [73], [97], [105], [109], [110], 

[120], [127], [135]. This training is essential not only for enhancing teachers' technological proficiency 

but also for ensuring that they can guide their students in using genAI in ways that enrich learning and 

maintain educational standards. 

The final category, AI Detection Tools, is mentioned in eight articles and represents a point of 

argument within the literature. This category revolves around the debate regarding the effectiveness 

and necessity of tools designed to detect AI-generated content in student submissions. The primary 

concern is that current plagiarism detection tools cannot identify with certainty whether a student's 

work includes content generated by genAI. As a result, there is a strong call in the literature for the 

development and integration of AI detection tools within educational settings [16],  [18], [36], [65], 

[84], [100], [115], [132]. However, some authors, like Rudolph et al. [72], express significant concerns 

about the current state of AI detection tools. These tools are still in their early development stage and 

may not always function reliably, leading to the potential for false positives. Such inaccuracies could 

result in students being unfairly penalised for using AI tools even when they have not, which raises 

serious ethical and practical concerns. 

 

6.4. Educational Level 

As genAI tools are accessible to users across all age groups, their application in education covers 

multiple educational levels. This section analyses the educational levels discussed in the articles 

reviewed in the SLR, presenting a distribution of the extracted data. The primary objective of this 

analysis is to identify the educational levels most frequently discussed throughout the literature and 

the ones being overlooked in research. 

The levels defined in the analysis include kindergarten, elementary school, middle school, high 

school, and university, as well as a general category for articles that do not specify a particular 

educational level. Figure 6.2 illustrates the distribution of these categories, visually representing the 
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number of articles that mention each level. Most publications focus on higher education, particularly 

university-level studies, experiments, or explorations related to genAI in education. 

 
Figure 6.2. Distribution of Educational Years Per Document. 

According to the literature, approximately seventy-seven percent of the articles reference 

university-level education. This is followed by seventeen percent of the articles that fall under the 

general category, where no specific educational level is mentioned. In contrast, three percent of the 

articles address elementary school, while two percent mention kindergarten. Middle school is scarcely 

referenced, with only one article discussing it, and there are no mentions of high school education. 

This data is elaborated in Table A.1, which provides a detailed breakdown of the articles by educational 

level they reference.  

As reflected in the graph, the substantial emphasis on higher education reveals a significant gap 

in the literature concerning the exploration of genAI at other educational levels. Only Su and Yang [13] 

and Han and Cai [9] mention earlier stages of education, specifically kindergarten and elementary 

school. Of the 121 publications reviewed, only Bekeš and Galzina [52] mention middle school. This 

underrepresentation at the earlier stages of the educational path is notable as learners develop their 

foundational skills in the early years of schooling. Addressing this gap is crucial for understanding the 

broader impact of genAI across the entire educational spectrum. 

Given that most articles focus on higher education, Figure 6.3 provides further insight by 

representing the distribution of university-level articles, distinguishing between those targeting 
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introductory or undergraduate classes and those addressing advanced-level courses. The distribution 

shows that eighty percent of the university-level articles are focused on introductory or undergraduate 

education, while twenty percent focus on advanced-level education. This set consists of twenty articles 

within the university-level dataset, specifically mentioning whether they are introductory classes or 

advanced.  

 
Figure 6.3. Distribution of University-Level Articles: Introductory vs. Advanced. 

This additional data is detailed in Table A.2 and reflects a strong focus on undergraduate education 

in the literature. While this focus is valuable for understanding how genAI tools can support early 

university students, there remains a need for more in-depth exploration of genAI’s applications at 

more advanced levels of education. This section further expands the focus on higher education by 

analysing the specific areas of study that genAI research targets. As shown in Figure 6.4, the articles 

analysed cover a broad range of academic disciplines, offering insights into the fields where genAI has 

been most actively researched and implemented in educational settings.  

The areas of study explored in the literature range from medicine and health, tourism, and legal 

studies to more specialised fields like economics and sports management. Based on the research, the 

most frequently discussed area is medicine and health, which is targeted by twenty-seven articles. This 

category includes multiple subfields. For instance, the study by Sallam et al. [21] covers pharmacy, 

public health, dental, and medical education. Several authors specifically focus on the implications of 

genAI in pharmacy education [18], [29], [91], while Subramani et al. [47] investigate the use of ChatGPT 

in medical physiology. 
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Figure 6.4. Distribution of Articles per Area of Study. 

Following medicine and health, the next most prominent field is computer science and 

engineering, with fourteen publications focused on this area. Daun and Brings [1] explore the potential 

of genAI in software engineering, concluding that while it can benefit teachers, its use should be 

carefully managed for introductory-level students. Other studies, such as those by Qadir [11] and 

Shoufan [59], also focus on software engineering. Some explore computer science more broadly [58], 

[65], [66], [70], while others, like Tafferner et al. [128], extend their research into electrical 

engineering. 

The third most discussed area is academic research, with eight articles examining how genAI can 

support or influence this field. Following academic research, English and linguistics is represented by 

five mentions. This area includes studies on the impact of genAI on students learning English as a 

foreign language [109], [112] and on students in general English classes [58], [135]. Other areas of 

study mentioned in the literature, though less frequently, include tourism with three mentions, design 

and digital media with two mentions, and fields such as physics, tertiary education, economics, sports 

management, journalism and media, mathematics, craft, and legal studies, each with one article 

targeting their exploration of genAI in education. 

These findings emphasise the wide-ranging interest in genAI across various disciplines but also 

underscore certain disparities in focus. Fields like medicine, health, and computer science receive the 

most attention, while others remain underexplored. This data is elaborated in Table A.3, which 

provides a detailed breakdown of the articles referencing the corresponding area of study.  
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6.5. GenAI Tools 

The analysis of the various genAI tools mentioned throughout the studies included in this SLR aims to 

provide a comprehensive overview of the most frequently referenced tools within education. The 

literature identified 135 distinct genAI tools with varying levels of discussion and emphasis. Table B.1 

contains the complete list of these tools, highlighting that while tools like ChatGPT are extensively 

referenced, others such as BioGPT or Stability AI receive comparatively fewer mentions. For this 

section, the top 18 most mentioned tools were selected and represented in a distribution chart, as 

illustrated in Figure 6.5.  

 

Figure 6.5. Distribution of Top 18 GenAI mentioned tools. 

ChatGPT stands out significantly among the identified tools, being mentioned in approximately 

ninety-four percent of the articles. This overwhelming dominance emphasises the prevalent popularity 

and relevance of ChatGPT in discussions related to genAI, mainly as it represents an accessible and 

recently developed technology—much of the current debate and research surrounding genAI in 

education centres on this tool. For instance, Khan et al. [99] discuss the benefits and limitations of 

ChatGPT in medical education, while Nikolic et al. [39] examine its outputs when completing 

engineering assessments at the undergraduate level. Sedaghat [119] also explores its advantages in 

medical education and research, indicating its broad application in educational settings. 

Following ChatGPT, GPT-3 and GPT-4 hold the second and third positions, with thirty-five and 

twenty-nine mentions, respectively. GPT-4, being a paid version, has been the subject of comparative 

studies. For instance, Oh et al. [111] analysed the performance of GPT-4 in medical education, 

particularly in understanding complex information, and concluded that GPT-4 offers greater accuracy 

and reliability when compared with its previous models. 
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Next in the distribution of mentioned tools are the chatbots Bard and Bing AI, with seventeen and 

thirteen mentions, respectively. These tools function similarly to ChatGPT but have not reached the 

same prominence in academic literature. ChatGPT paid version has multimodal capabilities, but there 

are tools specifically designed to generate outputs different from text, like images. According to the 

literature, the most mentioned tools to create images are DALL-E, DALL-E 2, and Midjourney, with 

thirteen, seven, and eight mentions, respectively. Han and Cai [9] explored the use of these tools in 

visual storytelling for children in preschool and elementary settings, demonstrating their potential to 

enhance educational content through visual media. 

Furthermore, the literature highlights code generation tools like Copilot, which has five mentions. 

Dakhel et al. [3] evaluated Copilot's code generation capabilities and found that the code it generated 

was superior to that produced by some junior developers. Conversely, tools such as GPTZero, which is 

referenced six times, are in development to identify AI-generated content. This highlights the 

continuous efforts to tackle the challenges that come with utilising genAI in educational settings. 

This analysis demonstrates the diverse applications and growing interest in various genAI tools, 

each offering unique contributions to education. The focus on ChatGPT and its versions, alongside the 

emerging use of other tools, highlights the dynamic nature of this field and the need for continued 

research and exploration. 
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CHAPTER 7 

Reflections 

The proposed methodology for this research, an SLR, has provided valuable insights into the 

implications of integrating genAI tools into educational contexts. This analysis revealed both 

opportunities and challenges, offering a deeper understanding of the current state of research. 

The findings underscore numerous applications and benefits of genAI when effectively integrated 

into education. These tools have demonstrated their potential to enhance productivity in various ways. 

For example, genAI can assist educators by automating repetitive and time-consuming tasks, such as 

grading assignments. This automation not only saves time and resources but also ensures greater 

objectivity in assessments. Additionally, genAI can support students in managing their time effectively 

by providing rapid access to information and personalised assistance, enabling them to focus on other 

academic tasks. 

GenAI tools are recognized for generating high-quality, “human-like” text, a feature that benefits 

both students and educators. For students, these tools serve as writing assistants, helping them refine 

their ideas and improve the quality of their work. For educators and institutions, genAI can enhance 

administrative tasks, such as creating polished emails, guidelines, and curriculum materials. 

The literature also highlights the creative potential of genAI, with its ability to generate engaging 

materials such as educational games or brainstorming suggestions. Its versatility enables educators to 

tailor content for diverse audiences, accounting for factors such as age, language, and learning needs, 

thereby advancing accessibility and inclusivity in education. 

Moreover, genAI tools foster skill development by exposing students to new technological 

paradigms and promoting interaction with AI. These tools, especially multi-modal models, can 

generate and interpret both text and images, offering students a richer, more dynamic learning 

experience. Personalised feedback from genAI, available outside of traditional school hours, further 

enhances learning by reducing response times and providing judgment-free interactions. 

GenAI has also been likened to virtual tutors or research assistants, capable of summarising, 

analysing, or translating large volumes of text efficiently. These features benefit students, particularly 

those who face language barriers, by improving communication skills and reducing anxiety associated 

with language proficiency. In terms of assessment, the literature notes genAI's ability to excel in some 

university-level exams, even outperforming students in certain cases, demonstrating its utility in 

preparing learners for evaluations. 

Importantly, genAI tools are accessible at low or no cost, ensuring that their benefits can extend 

to students even without institutional adoption, thereby democratizing educational resources. 
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Despite its advantages, the integration of genAI in education raises significant concerns and 

limitations. Academic integrity and ethical challenges are among the most frequently cited issues. 

Plagiarism poses a primary concern, as students can misuse these tools to complete assignments or 

cheat on exams. The ease of access and interaction with genAI exacerbates this issue, and its ability to 

generate convincing "human-like" text complicates the detection of misconduct. 

Concerns also extend to the accuracy, reliability, and quality of genAI-generated content. Since 

these models are trained on information that comes from multiple sources, such as the Internet or 

books, they can contain biases or inaccuracies in the training data. Instances of genAI tools generating 

falsified information, such as fabricated references, have been reported, highlighting the need for 

caution. Furthermore, the use of user-provided data to train these tools raises significant privacy and 

safety concerns, especially when sensitive information is involved. 

Over-reliance on genAI is another issue, with potential negative impacts on essential skills such as 

critical thinking, problem-solving, and writing. Students who depend excessively on these tools risk 

diminishing their ability to perform independently. Additionally, the use of genAI may reduce teacher-

student interactions, particularly in practical or hands-on subjects like music or craft education, where 

human interaction is crucial. 

Authorship and accountability present further challenges. GenAI tools cannot be cited as authors, 

which raises questions about the ownership of content generated with their assistance. Moreover, 

existing plagiarism detection tools are not adequately equipped to identify AI-generated content, 

increasing the challenges for educators. 

To address these limitations and concerns, the literature strongly advocates for the development 

of robust strategies and policies. Institutions should establish clear guidelines for genAI usage to ensure 

that all educational stakeholders know the appropriate practices. Proactive measures, such as 

integrating genAI into curricula and teaching methods, can help institutions keep up with technological 

advancements while minimizing risks. 

Educators should be provided with training opportunities to familiarize themselves with genAI 

tools, enabling them to interact with these technologies effectively in their classes. Simultaneously, 

there is a need for innovative approaches to assessment. Suggestions include reverting to pen-and-

paper exams, conducting oral assessments, or designing tasks that require critical thinking and 

problem-solving skills, which are less amenable to genAI assistance. 

In addition to updating assessments, the development of educational tools tailored to specific 

learning objectives is essential. Research efforts should focus on creating tools that complement 

traditional teaching methods while enhancing students' learning experiences. 

The integration of genAI in education presents both advantages and challenges. While its 

applications offer transformative potential, the associated risks necessitate careful consideration and 
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strategic planning. By addressing concerns through the development of guidelines, innovative 

assessment methods, and targeted training, educational institutions can harness the benefits of genAI 

while safeguarding the integrity of learning environments. 
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CHAPTER 8 

Conclusion 

Since the appearance of genAI tools accessible to the public, there has been a growing interest in 

studying and exploring the impact of this technology across various fields, including education. This 

research aimed to investigate the ongoing research of genAI in education by examining its benefits and 

challenges for students, educators, and institutions. Additionally, the study sought to determine 

whether the research conducted so far has addressed all educational levels or focused primarily on 

specific ones. The study also explored which genAI tools are most frequently referenced when 

discussing this technology in education. 

This investigation was carried out through a Systematic Literature Review of 121 articles published 

between 2018 and 2023. The review provided a comprehensive overview of the state of research on 

genAI in education. The analysis revealed various applications, benefits, limitations, and risks 

associated with integrating genAI into educational settings. 

One of the main advantages discussed in the literature is the ability of genAI to enhance the 

learning experience for students by acting as writing assistants, thereby improving the quality of their 

work throughout the writing process—from idea generation to final composition. Many studies also 

highlighted the high quality and versatility of the text generated by these tools, which can support not 

only students and educators but also the administrative tasks performed within institutions. These 

tools, capable of generating content in multiple languages, contribute to diverse communication needs 

within educational settings. Another prominent theme identified was the personalised experience that 

these tools could provide, with genAI offering continuous support outside of traditional school hours, 

enabling students to interact with a virtual tutor in a judgment-free environment. Overall, twenty-

eight applications and benefits were mapped out in this research and reported in section 6.1. 

However, the study also identified twenty concerns and limitations associated with genAI use, as 

reported in section 6.2. A primary concern is the potential for these tools to produce biased or falsified 

information. Given that models like GPT-4 are trained on vast datasets sourced from the Internet, 

which may contain inherent biases. Likewise, the accuracy and reliability of the information generated 

by these tools remain a concern, as they can disseminate both inaccurate and unreliable content. 

Beyond content reliability, integrating genAI in education raises issues related to academic integrity 

and ethical risks. Plagiarism is one of the most frequently cited concerns, alongside the potential for 

students to misuse these tools for cheating on assessments or completing assignments dishonestly. 

Such misuse could lead to an over-reliance on AI, ultimately diminishing essential skills like critical 

thinking and problem-solving, which are crucial for educational and personal growth. 
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These concerns demonstrate the need for strategies and policies to maintain academic integrity 

as genAI becomes more integrated into educational settings. The study’s findings indicate that it is 

crucial to develop clear guidelines for interacting with these tools, ensuring that all educational 

stakeholders know what constitutes appropriate use. Moreover, research suggests that incorporating 

genAI into educational programs and pedagogical methods can be advantageous. It has the potential 

to lighten the workload of educators, enabling them to allocate more time for direct interaction and 

assistance with students. 

Regarding the educational levels addressed in the SLR, most studies focused on higher education, 

accounting for approximately seventy-seven percent of the reviewed articles. This suggests a 

significant gap in research exploring the impact of genAI across different educational levels, from 

kindergarten to high school education.  

Within higher education, most articles focused on fields such as medicine and health, computer 

science and engineering, and academic research. This highlights another gap in the literature, as there 

is a need for more studies that explore the application of genAI in other academic disciplines. ChatGPT 

emerged as the most prominently mentioned genAI tool, emphasising its popularity and widespread 

use in educational research. However, this dominance may shift as new genAI models and tools are 

being developed by various entities such as OpenAI, Google, and emerging startups. 

In conclusion, this research highlights the potential of genAI to transform education, provided that 

its integration is approached with caution and guided by clear policies and ethical considerations. 

Future research should focus on exploring the impact of genAI across all educational levels and 

disciplines.  

 

7.1. Limitations 

While this SLR provided valuable insights, it is not without its limitations. First, the dataset for this 

research was restricted to articles published between 2018 and 2023, as it reflects the time of 

extraction from the databases. This limitation may have resulted in the exclusion of more recent 

studies and developments. Additionally, excluding non-English articles could have omitted significant 

research contributions from other linguistic contexts, potentially narrowing the scope of the review. 

Moreover, given that genAI is an emerging technology, relying only on white literature may have 

excluded essential findings from grey literature sources, such as reports, industry publications, or 

educational blogs. These sources could provide a more comprehensive and practical understanding of 

genAI's impact on education. 
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Appendix A  

Table A.1. Educational Level Per Article. 

Educational level  Total Articles 

University 95 [1] [3] [5] [7] [8] [10] [11] [12] [16] [17] [18] 
[19] [21] [23] [29] [36] [39] [42] [45] [46] 
[47] [48] [50] [53] [54] [55] [56] [58] [59] 
[62] [65] [66] [67] [38] [69] [70] [71] [72] 
[73] [75] [76] [77] [78] [79] [81] [83] [84] 
[85] [86] [87] [43] [88] [89] [90] [91] [92] 
[93] [95] [96] [98] [99] [100] [101] [102] 
[103] [104] [105] [106] [108] [109] [110] 
[111] [112] [113] [114] [115] [116] [117] 
[118] [119] [120] [122] [123] [124] [125] 
[126] [127] [128] [129] [130] [132] [133] 
[134] [135] 

General  21 [4] [2] [6] [14] [20] [22] [35] [49] [51] [57] 
[60] [61] [63] [68] [74] [80] [82] [94] [97] 
[121] [131]  

Elementary School 4 [9] [13] [15] [64] 

Kindergarten  3 [9] [13] [107] 

Middle School 1 [52] 

Highschool 0   

 
 
 

Table A.2. Higher Education Sub-level Per Article. 

Higher Education Sub-level Total Articles 

Introductory  / Undergraduate 16 [16] [36] [39] [47] [53] [56] [58] [62] [70] 
[76] [91] [92] [100] [130] [132] [135] 

Advanced   4 [58] [59] [79] [130] 
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Table A.3. Higher Educational Area of Study Per Article. 

Area of Study  Total Articles 

Medicine & Health 27 [18] [19] [21] [23] [29] [46] [47] [71] [79] 
[83] [86] [88] [91] [92] [93] [99] [101] [108] 
[111] [118] [119] [120] [122] [123] [127] 
[130] [132] 

Computer Science & 
Engineering 

14 [1] [11] [39] [53] [56] [58] [59] [62] [65] [66] 
[70] [115] [117] [128] 

Research 8 [45] [46] [103] [106] [113] [114] [116] [118] 

English & Linguistics 5 [54] [58] [109] [112] [135] 

Design & Digital Media 2 [55] [98]  

Tourism 3 [95] [96] [125] 

Journalism & Media 1 [7] 

Economics 1 [48] 

Mathematics 1 [58] 

Sport Management 1 [76] 

Legal Studies 1 [77] 

Physics 1 [100] 

Tertiary Education 1 [105] 

Craft 1 [134] 
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Appendix B   

Table B.1. GenAI Tools Mentioned Per Article. 
Technologies Total Article 

ChatGPT 114 [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [13] 
[12] [14] [16] [17] [18] [19] [21] [23] [29] [35] 
[36] [38] [39] [42] [43] [45] [46] [47] [48] [49] 
[50] [52] [53] [54] [55] [56] [57] [58] [59] [60] 
[61] [62] [63] [64] [65] [67] [68] [69] [70] [71] 
[72] [73] [74] [75] [76] [77] [78] [79] [80] [81] 
[82] [83] [84] [85] [86] [87] [88] [89] [90] [91] 
[92] [93] [94] [95] [96] [97] [98] [99] [100] 
[101] [102] [103] [104] [105] [106] [107] 
[108] [109] [110] [111] [112] [113] [114] 
[115] [116] [117] [118] [119] [120] [121] 
[122] [123] [124] [125] [126] [127] [128] 
[129] [130] [131] [132] [133]  

GPT-3 35 [3] [5] [6] [7] [9] [18] [39] [43] [49] [52] [55] 
[56] [57] [60] [66] [67] [70] [75] [77] [80] [84] 
[89] [95] [98] [100] [106] [108] [112] [113] 
[115] [121] [125] [128] [130] [131] 

GPT-4 29 [5] [8] [9] [13] [14] [39] [49] [56] [57] [60] 
[61] [62] [68] [70] [72] [77] [78] [94] [101] 
[102] [104] [105] [107] [108] [111] [117] 
[126] [128] [132]  

GPT-3.5 20 [5] [6] [8] [14] [16] [56] [62] [72] [73] [77] 
[101] [102] [104] [111] [112] [117] [126] 
[130] [132] [135] 

Bard 17 [2] [8] [14] [38] [49] [64] [67] [71] [72] [74] 
[77] [90] [91] [94] [102] [39] [121] 

Bing AI 13 [8] [14] [38] [39] [47] [49] [64] [67] [69] [71] 
[72] [91] [94]  

DALL-E 13 [2] [7] [10] [11] [14] [23] [65] [75] [94] [106] 
[122] [130] [134] 

Grammarly 12 [55] [68] [69] [71] [75] [77] [85] [87] [95] 
[112] [125] [135] 

BERT 9 [39] [43] [56] [57] [60] [75] [106] [108] [112] 

GPT-2 9 [39] [43] [51] [56] [57] [70] [100] [112] [131] 

Midjourney 8 [4] [9] [72] [82] [94] [102] [130] [134] 

Turnitin 8 [48] [67] [69] [72] [77] [81] [100] [135] 

DALL-E 2 7 [4] [9] [57] [67] [82] [98] [102] 

Alexa 6 [48] [52] [72] [99] [102] [116] 

GPTZero 6 [48] [50] [65] [67] [81] [90] 

Stable Diffusion 6 [4] [7] [9] [23] [102] [130] 

Copilot  5 [3] [35] [62] [65] [66] 

Jasper AI 5 [69] [72] [99] [117] [125] 

Siri 5 [48] [52] [72] [99] [116] 

Codex 4 [3] [6] [62] [67] 

GPT-1 4 [56] [57] [70] [39] 
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Table B.1. Continued from the previous column. 
Technologies Total Article 

XLNet 4 [39] [56] [106] [108]  

BioGPT 3 [35] [72] [111] 

Copyleaks 3 [50] [67] [81] 

DeepL 3 [65] [75] [100] 

Ernie 3 [8] [57] [72] 

Translate 3 [65] [100] [135] 

Watson 3 [72] [75] [102] 

AlphaCode 2 [62] [66] 

Alpa 2 [98] [100]  

Alpha 2 [39] [117] 

BLOOM 2 [56] [98] 

Chatsonic 2 [53] [72] 

Cortana 2 [48] [102] 

CopyAI 2 [72] [117] 

DialoGPT 2 [69] [99] 

ELMo 2 [57] [60] 

Eleven Labs  2 [4] [72] 

LLaMA 2 [102] [111] 

GPT-5 2 [49] [56] 

GPT-output detector 2 [58] [130] 

InstructGPT 2 [6] [80] 

ProWritingAid 2 [43] [125] 

Quillbot 2 [68] [135]  

QnABot 2 [72] [75] 

Rytr 2 [72] [117] 

Writer AI 2 [67] [130] 

ZeroGPT 2 [75] [100] 

Aigiarism  1 [50] 

AlphaGo 1 [95] 

Alpaca 1 [102] 

Amper Music 1 [94] 

ALEKS 1 [68] 

Autolab 1 [68] 

AutoGradr 1 [68] 

Blenderbot 3 1 [98] 

Blender 1 [39] 

BloombergGPT 1 [102] 

Blockly 1 [1] 

Chanel 1 [4] 

Chinchilla 1 [102] 

CodeWhisperer 1 [66] 

CopyCatch  1 [77] 

CoVe 1 [60] 

Crossplag AI 1 [67] 

Copysmith  1 [117] 
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Table B.1. Continued from the previous column. 
Technologies Total Article 

ChibiAI 1 [72] 

Cerebras-GPT 1 [102] 

DataRobot 1 [113] 

DetectGPT 1 [48] 

Dialogflow 1 [104] 

D-ID 1 [72] 

Educational copilot 1 [52] 

EconBot 1 [67] 

Elicit  1 [98] 

Leonardo.ai 1 [94] 

FaceApp 1 [65] 

First Order Motion Model 1 [20] 

Fermat  1 [98] 

Google Assistant  1 [48] 

GPT-NeoX 1 [102] 

Gradescope 1 [68] 

Google AI 1 [29] 

IBM watson 1 [52] 

InstaText 1 [68] 

InVideo 1 [94] 

iThenticate 1 [72] 

Lensa 1 [7] 

LaMDA 1 [102] 

LanguageTool 1 [125] 

Kafkai 1 [117] 

Knewton 1 [68] 

Koala 1 [102] 

Make-a-video 1 [57] 

Magic Write  1 [4] 

Meena 1 [39] 

MuseNet 1 [94] 

MusicLM 1 [98] 

Nvidia AI 1 [98] 

OpenAI Text Classifier 1 [48] 

Originality-ai 1 [67] 

Otter.ai 1 [99] 

PaLM 2 1 [102] 

PanGu-Sigma 1 [102] 

Perusall 1 [112] 

Repl.it 1 [68] 

rTutor.ai 1 [75] 

Research Rabbit 1 [75] 

Replika 1 [99] 

RoBERTa 1 [106] 

Samsung Bixby 1 [52] 
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Table B.1. Continued from the previous column. 
Technologies Total Article 

Scratch 1 [1] 

Sapling AI 1 [67] 

SenseChat robot 1 [57] 

Smart Sparrow 1 [68] 

Socratic 1 [69] 

Stability AI 1 [98] 

StableLM 1 [102] 

Tabnine 1 [66] 

Tay 1 [102] 

TruthGPT 1 [72] 

Unicheck 1 [67] 

VIRTA 1 [67] 

Vicuna 1 [102] 

Wav2Lip 1 [20] 

WaveNet 1 [20] 

Writesonic 1 [117] 

WordTune 1 [112] 

Wolfram 1 [117] 

Xiaolce 1 [39] 

YouChat  1 [64] 

You.com 1 [72] 

 


