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ABSTRACT The rapid rise of social media has brought about new ways of digital communication, along
with a worrying increase in online hate speech (HS), which, in turn, has led researchers to develop several
Natural Language Processing methods for its detection. Although significant strides have been made in
automating HS detection, research focusing on the European Portuguese language remains scarce (as it
happens in several under-resourced languages). To address this gap, we explore the efficacy of various
transfer learning models, which have been shown in the literature to have better performance for this task
than other Deep Learning models. We employ BERT-like models pre-trained on Portuguese text, such as
BERTimbau and mDeBERTa, as well as GPT, Gemini and Mistral generative models, for the detection of
HS within Portuguese online discourse. Our study relies on two annotated corpora of YouTube comments
and tweets, both annotated as HS and non-HS. Our findings show that the best model for the YouTube corpus
was a variant of BERTimbau retrained with European Portuguese tweets and fine-tuned for the HS task, with
an F-score of 87.1% for the positive class, outperforming the baseline models by more than 20% and with a
1.8% increase compared with base BERTimbau. The best model for the Twitter corpus was GPT-3.5, with
an F-score of 50.2% for the positive class. We also assess the impact of using in-domain and mixed-domain
training sets, as well as the impact of providing context in generative model prompts on their performance.

INDEX TERMS Hate speech, transfer learning, transformer models, generative models, text classification.

I. INTRODUCTION
In contemporary times, the explosion of social media engage-
ment has revolutionized the digital communication sphere,
fundamentally reshaping the dynamics of self-expression and
interpersonal connections [1]. Thanks to the universal pres-
ence of smartphones and internet connectivity, social media
platforms are now easily accessible, enabling individuals
worldwide to disseminate their thoughts and perspectives
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effortlessly. This democratization of expression, while foster-
ing empowerment and meaningful dialogue, has also brought
into focus a significant concern: the rapid proliferation of
Hate Speech (HS) and associated transgressions [2].

There are no universally accepted and precise definitions
of HS [3], however, for the purpose of this work, online HS
refers to bias-motivated, derogatory language that spreads,
incites, promotes, or justifies hatred, exclusion, and/or
violence/aggression against a person/group because of their
group membership, and can be operationalized through the
following coexisting conditions [4]:
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• HS is an intergroup phenomenon that targets social
groups or individuals because of their perceived mem-
bership in certain social groups. Therefore, in this
project, HS does not encompass hateful expressions that
occur at the individual/interindividual level of analysis.

• The target of HS is attacked primarily because of
perceived membership in a given social group, and not
necessarily because of a specific behavior or action.

• HS can be expressed both directly (explicitly or overtly)
and indirectly (implicitly or covertly). In the last case,
the implicit meaning must be inferred.

Such discourse often precipitates psychological and emo-
tional distress in recipients, potentially culminating in stress,
anxiety, and even depression [5]. Moreover, prolonged
exposure to HS can corrode societal bonds, fostering an envi-
ronment with mistrust and polarization. This fragmentation
exacerbates the cycle of animosity, as individuals retreat into
their respective echo chambers, reinforcing preexisting biases
and prejudices [6].

Numerous organizations have addressed the issue of HS
on social media by implementing guidelines and policies.
However, the massive volume of data generated by these plat-
forms makes manual classification impractical. Therefore,
there is a growing need to utilize Machine Learning (ML)
techniques to automate the classification process, resulting in
more efficient and reliable outcomes [7]. This technological
shift has led to much research and development aimed at
leveraging ML for HS detection, with various techniques
being applied, ranging from approaches like classical ML
to Ensemble Models and Deep Learning (DL) models, with
promising results. With the development of Transformer-
based models, such as BERT [8], there has been a paradigm
shift for most NLP tasks, leading to a growing expansion in
the HS detection landscape.

Despite the recommendations of the Commissioner for
Human Rights of the Council of Europe for Portuguese
authorities to address the increasing level of racism and HS,
in response to the increase in racially motivated hate crimes
and HS [9], there are still few studies that have focused on
analyzing and detecting European Portuguese HS [10].

In this study, we used two different corpora created
in the scope of the project kNOwHATE: kNOwing online
HATE speech,1 one containing YouTube comments [11],
and the other consisting of tweets retrieved from Twitter
(now X) [12], to apply transfer learning approaches based
on several Transformer-based models pre-trained for the
task of HS detection. In particular, BERTimbau-hatebr [13],
mDeBERTa-hatebr [13], HATEBERTimbau [14], and the
general model that that is the base of some of these pre-
trained models, BERTimbau [15]. We compared the results
of these models in Portuguese YouTube comments and
tweets and also experimented with mixed-domain learning
by training the models with data from both sources to see

1https://knowhate.eu/

if it leads to a better generalization and, in turn, a better
performance. In addition, we also utilized generative models
such as GPT [16], Gemini [17] and Mistral [18], with and
without context provided, to compare the results with the
Transformer-based models.

An important point to clarify when dealing with social
media data is that there is an inherent filtering process
applied by the platforms, where content and users are
frequently removed [19]. Despite this, datasets retrieved from
social media remain valuable for HS detection tasks since
a significant portion of HS is covert [20] and often escapes
these filters. In addition, our datasets include messages that
were later removed, ensuring that they encompass a broad
range of HS, including content that was removed by the
platforms’ filtering mechanisms.

The remainder of this paper is organized as follows.
Section II provides an overview of the relevant research
literature; Section III describes the datasets used and their
properties; Section IV describes all the models that were
used and the setup used to run them; Section V presents the
results obtained; Section VI elaborates on the results with a
discussion; Section VII provides some insight on the possible
causes of errors in the models; and Section VIII provides
the main conclusions and provides guidance for future
work.

II. RELATED WORK
The literature on HS detection is gaining increasing rele-
vance, with the number of publications related to this subject
growing annually [10]. In this section, a synopsis of the
existing literature is given, classified into five categories:
classical ML models, DL models, Transformer-based mod-
els, generative models, and literature on HS detection in
Portuguese.

A. CLASSICAL ML MODELS
Watanabe et al. [2] used a j48graft classifier, a type of
Decision Tree model, in combination with sentiment, seman-
tic, unigram and pattern features to detect offensive speech.
They concluded that the inclusion of all features improved
the performance of the model. Pitropakis et al. [21] used a
combination of a Support Vector Machine (SVM) with word
n-grams, character n-grams, and Term Frequency-Inverse
Document Frequency (TF-IDF), with word n-grams having
the best performance. Saeed et al. [22] also used a combina-
tion of an SVMwith character and word n-grams to obtain the
best results with word n-grams. Mohapatra et al. [23] used an
SVM with Word2vec features, outperforming word n-grams
and TF-IDF. Shannaq et al. [24] used fine-tuned AraVec
SkipGram n-grams with a SVM model outperforming other
ML models. Arcila-Calderón et al. [25] used Bag-of-Words
(BOW) features with an Logistic Regression (LR) model
and Turki and Roy [26] used a Random Forest model with
Count Vectorization as features to surpass the Bagging and
Adaboost models.
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B. DEEP LEARNING MODELS
Classical machine learning models exhibit promising results,
however, they depend heavily on feature engineering for
optimization, a process known to be time-consuming and
reliant on human intervention. In contrast, the emergence of
DL models has prompted researchers to increasingly rely on
them to circumvent the aforementioned limitations.

Convolutional Neural Networks (CNNs) and Long Short
Term Memories (LSTMs) are two of the most widely
used DL architectures for HS detection. CNNs can capture
local patterns and features in text, whereas LSTMs are
adept at handling long-range dependencies. The results of
using CNNs and LSTMs for HS detection are somewhat
mixed, with some studies showing that CNNs outperform
LSTMs [27], [28], while others have found the opposite [29],
[30], [31]. For instance Karayiǧit et al. [32] used Continuous
Bag-of-Words (CBOW) features in conjunction with a CNN
model, while Priyadarshini et al. [33] combined pre-trained
GloVe embeddings with a LSTM model.

Despite these mixed results, hybrid models that com-
bine these two types of models consistently show strong
performance. These models leverage the strengths of each
architecture, leading to improved results and generalizability.
For example, Fazil et al. [34] employed a CNN-Bidirectional
LSTM (CNN-BiLSTM) model with several filters and
different kernel sizes to capture semantics relations at various
windows. The encoded representation from these multiple
channels passed through an attention-aware stacked 2-layer
BiLSTM network, and the output was then weighted by an
attention layer and further concatenated and passed via a
dense layer and an output layer to classify the text.

C. TRANSFORMER-BASED MODELS
In addition to the previously discussed DL models, the
literature on HS detection has seen a notable surge of
interest in Transformer-based models. These models utilize
a self-attention mechanism to efficiently capture contextual
dependencies in input sequences [35]. Unlike traditional
DL models, Transformers do not rely on recurrent connec-
tions, making them capable of effectively handling longer
sequences. For HS detection, researchers utilize pre-trained
Transformer models that have been trained on large corpora
of text data, such as BERT, which has already learned rich
representations of language through unsupervised learning on
massive text datasets. By leveraging pre-trained Transformer
models and fine-tuning them for HS detection, researchers
benefit from the vast amount of knowledge these models have
already acquired from their pre-training phase. This approach
allows the model to effectively capture the complex linguistic
patterns and contextual cues indicative of HS, even when
working with limited labeled data, which makes it optimal for
this task, where there is often a lack of resources. As a result,
Transformer-basedmodels have become increasingly popular
for HS detection tasks, with many studies employing these
models and outperforming all other models from classical
ML to DL [36], [37], [38], [39], [40], [41]. Given the

better text representations of these models, researchers use
them in addition to other classification models to tackle
their classification problems. For instance [42] and [43]
used BART as sentence and document representations,
respectively, with DL classifiers, for fake news detection.
Transformer models can also be used on their own and still
achieve state-of-the-art performances [36], [38]. And authors
also take advantage of these models by combining the text
representations that they provide with other features, like
tweet metadata [41], contextual information [37], and other
handcrafted features like lexicons and emoticons [40].

D. GENERATIVE MODELS
More recently generative large language models, such as
GPT, have also been solutions that have been used by
researchers for HS detection. Chiu et al. [44] employed
GPT-3 for the detection of sexist and racist comments on
YouTube and Reddit through zero-, one-, and few-shot where
example sexist/racist comments were given as context within
the prompt to help the model classify the target comments.
The few-shot method proved to lead to better performance.
Oliveira et al. [45] performed zero-shot attempts in Brazilian
Portuguese and came to the conclusion that GPT is a feasible
alternative for HS detection.

E. PORTUGUESE LANGUAGE
For Portuguese, the literature on HS detection is relatively
limited, with a small number of studies focusing specifically
on this language. In general, the existing work has primarily
focused on Brazilian Portuguese, with few addressing
European Portuguese.

For European Portuguese, initial work focused primarily
on constructing a hierarchically labeled dataset for HS
detection, but the authors also describe the development
of an initial baseline classification for the dataset, Using
pre-trained word embeddings and an LSTM, they achieved
a 71% micro F-score [46]. More recent studies, focused
solely on the task of detecting HS, are based on BERT.
Santos et al. [47] combine a Generative Adversarial Network
(GAN) and a BERT-based model to obtain a 66.4% positive
class F-score. Matos et al. [48] use a BERT-CNN architecture
for the classification, and managed to obtain 72.1% F-score
on the positive class, by also considering the annotations that
had a higher inter-annotator agreement (IAA) score between
them. Both of these studies used newly developed annotated
datasets for European Portuguese with HS instances from
YouTube and Twitter [19], [49]. Other recent works have
addressed the European Portuguese variant by developing
tools that can be used for the HS detection task, like
foundation encoder models to expand the still very scarce
ecosystem of large language models specifically developed
for this language, such as the Albertina family of models [50].
Although there are several studies on HS for Brazilian

Portuguese [51], [52], [53], this fact does not discard the
need for further development in European Portuguese, since
research has identified several differences between European
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and Brazilian Portuguese. First, variations exist in both
contemporary language and technical vocabulary, as demon-
strated by the differences in mood distribution. Brazilian
Portuguese tends to prioritize the truth-value of a proposition,
whereas European Portuguese are characterized by a more
neutral tone [54]. Additionally, there are distinctions in the
lexical, lexical-syntactic, and morpho-syntactic usages of
temporal adverbials [55]. More importantly, besides these
technical differences, because HS is intrinsically dependent
on both the target communities and social practice (i.e., the
social and historical context), existing resources and models
cannot be directly transferable or easily adapted to other
linguistic and pragmatic contexts [20], [56], [57]. Therefore,
in this case, models developed for Brazilian Portuguese are
dependent on the context of the population that uses this
variation of the language and are not suited for a different
social and historical context like the European Portuguese
one.

This review of the existing literature on HS detection in
Portuguese has revealed a relevant gap in the detection of
European Portuguese HS. Current research in this domain
remains in its initial stages. Consequently, there is a need for
further research aimed at addressing this gap, which could
also provide valuable insights and methodologies applicable
to other low-resourced languages. By developing tools for
a language that, as it does not yet have many resources,
may be more vulnerable to the risk of discrimination
and abuse, we have the potential to make a significant
difference in mitigating the harmful effects of HS on the
Portuguese-speaking community. It is worth mentioning that
no literature was found on HS, or general encoder models,
for the Portuguese variants of Portuguese-speaking African
countries (PALOP countries), as expected. These variants are
even more underrepresented in the literature and should be
covered in future work.

The results of the review of the current literature indicate
that Transformer-based models are the approach that leads
to better performance, and with the current limitation in
the European Portuguese HS detection literature, our main
contributions in this work are as follows:

• Investigating the effectiveness of Transformer-based
models for HS detection in the context of the Portuguese
language and comparing domain-specific models with
more general ones;

• Exploring the potential of generative models such as
GPT, Gemini and Mistral, with and without the addition
of context, and comparing them with BERT models;

• Filling a critical gap in the HS detection literature
by focusing specifically on the European Portuguese
language, addressing the lack of comprehensive research
in this area.

III. DATA
This study uses two corpora containing annotated online
HS messages, recently created in the scope of kNOwHATE
project: a YouTube corpus consisting of YouTube comments

TABLE 1. Corpora distributions.

and a Twitter (now X) corpus containing tweets retrieved
from Twitter. Table 1 presents both corpora distributions.
Note that the test sets were also used to calculate inter-
annotator agreement.

The YouTube corpus consists of 23912 comments col-
lected from 88 distinct YouTube videos, covering topics and
events targeting, directly or indirectly, four specific target
groups: African descent, Roma, Migrants, and the LGBTQ+

communities. Initially, videos containing HS messages were
selected. To broaden this selection, additional videos featured
in the related section were also included, as illustrated
in Fig. 1. This decision was based on the hypothesis
that frequently suggested videos when watching an already
HS-flagged video were more likely to attract HS. To quantify
the frequency of video suggestions and to identify those
most likely to contain HS, a sorted list of suggested videos
was generated. Videos that appeared more than 85 times on
the list were added to the dataset. After obtaining the final
group of videos that were potential candidates, videos were
removed from selection if they did not have a minimum
number of 1000 views and 100 comments, resulting in
the final 88 videos, distributed by target group as follows:
Roma – 16, migrants – 19, LGBTQ+ – 24, and African
descent – 29.

The Twitter corpus consists of 21546 tweets retrieved using
the Twitter API published between January 1, 2021, and
December 31, 2022. For the collection of relevant tweets,
a list of 259 keywords associated with the four specific target
groups (African descent, Roma, migrants, and the LGBTQ+

communities) was compiled, and tweets containing those
keywords were collected. From the collected tweets, only
those written in Portuguese were selected, resulting in a
dataset predominantly consisting of Brazilian Portuguese.
Therefore, to ensure geographical relevance, the tweets
were further narrowed to tweets only posted in Portugal.
Additionally, the entire conversation to which the tweets
belonged was also retrieved, ensuring that the parent tweet
of all conversations was published in Portugal. In Table 2,
we display some examples of messages with HS for the
different target groups for both corpora.

The corpora were manually annotated by interdisciplinary
teams, consisting of four researchers for the YouTube
corpus and three researchers for the Twitter corpus, all with
backgrounds in language sciences and social psychology.
Each annotator was tasked with annotating approximately
6000 comments on YouTube and 7000 tweets on Twitter.
Additionally, a subset of comments/tweets (825 for YouTube
and 805 for Twitter) was assigned to all annotators to
assess IAA and annotation reliability using Krippendorff’s
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FIGURE 1. Related section shown in red.

TABLE 2. Hate Speech examples of both corpora for the different target groups.

alpha [58]. The IAA for YouTube was moderate at 0.546,
whereas for Twitter was considerably lower at 0.355, indi-

cating variations in agreement levels between the annotators
across the two datasets. This IAA subset also served as the test
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set for model evaluation, and given the task subjectivity, only
the messages that were labeled as conveying HS by at least
two annotators were considered hatred content in the test sets.
We did not consider the messages containing only one vote
to discard unintentional errors introduced by the annotator,
as the possibility that the majority of annotators making a
mistake would be less likely.

IV. METHODOLOGY
In this section, we present an overview of the different models
used for HS detection, along with the experimental settings
used to run these models and the metrics used to evaluate
the performance of each model. Fig. 2 presents the overall
workflow of the experiments.

A. BASELINE
To serve as a baseline for comparison with the Transformer-
based models, we employed a CNN model based on
Safaya et al. [59] work with 160 convolutional filters of
5 different sizes (1, 2, 3, 4, and 5) and 32 filters for
each size. We also employed an LSTM model with an
initial layer comprising 128 units, followed by one dense
layer with 64 units and an output layer with a softmax
activation function. For both models, the embeddings used
were FastText CBOW for Portuguese [60], with dimensions
of 300.

B. TRANSFORMER-BASED MODELS
For the Transformer-based models, we used four different
models based on BERT. The BERT base model contains an
encoder with 12 layers (transformer blocks), 12 self-attention
heads, and 110 million parameters. Because BERT-based
models are pre-trained on large general corpora, they were
fine-tuned using the domain-specific one, and there was a
linear layer was added on top of the BERT architecture for
the classification. For this, the [CLS] token output of the
12th transformer encoder, a vector of size 768, is given as an
input to a fully connected network. Subsequently, the sigmoid
activation function was applied to the hidden layer to make
the predictions. During training, some of the BERT weights
were also updated, allowing the model to adapt to the specific
characteristics of our dataset. Four different BERT-based
models were used:

• BERTimbau – although developed for Brazilian Por-
tuguese, since our work is focused on Portuguese we
used BERTimbau, a pre-trained BERT model on the
brWac [61] corpus;

• BERTimbau-hatebr – an already fine-tuned version
of the BERTimbau model for HS with the HateBR
corpus [62];

• mDeBERTa-hatebr – a fine-tuned version of mDe-
BERTa [63], a multilingual version of DeBERTa, which
is an improved version of BERT, for HS detection using
the HateBR corpus;

• HateBERTimbau – a retrained version of BERTimbau
with 229103 tweets in European Portuguese associated
with offensive conversations.

For the training hyperparameters of the BERT models we
followed the original paper recommendations, with a batch
size of 32, learning rate for Adam optimizer of 2e-5 and
3 epochs [8]. Other attempts were conducted with different
parameters, also suggested by the original article, like a
batch size of 16 and epochs between 1 and 5, but the used
parameters proved to have better performance.

Although some of the models used were already
fine-tuned on HS corpora, which was the case with the
BERTimbau-hatebr and mDeBERTa-hatebr, we performed
further fine-tuning of the models in our corpora, which led
to better results. We did not use the previously mentioned
Albertina models since at the time of our work only the large
version was available, which is very resource intensive, and
initial trials did not lead to a better performance.

C. GENERATIVE MODELS
In addition to the BERT-based models, we also explored three
additional Transformer-based models for text generation:
GPT, Gemini and Mistral. For GPT versions 3.5 and
4 were used, for Gemini version Gemini-Pro was used and
the Mistral version used was Mistral-7B-Instruct-v0.3. The
inclusion of Mistral in our study was due to its static nature,
which addresses the issue of varying performance over time
observed on other generative models that are updated over
time in an opaque way [64]. Mistral ensures consistent
characteristics for all users of the same version which allows
for a stable benchmark against which the dynamic nature of
GPT and Gemini can be compared, enhancing the robustness
of our study. All runs using the generative models were
conducted on April 1st, 7th, 10th and June 27th, 2024,
ensuring that the results align with the versions of the models
current at the time of use.

D. EXPERIMENTAL SETUP
All experiments were conducted using the computational
resources of an NVIDIA RTX A6000 GPU with 48 GB of
memory, housed within a dedicated machine accessed for the
purposes of this study.

For all models, an initial pre-processing of the text was
performed to replace all usernames with ‘‘@UserID’’. For
the BERTmodels, the maximum sequence length of each text
sample was set to 350 tokens to avoid overloading the GPU.
Despite this limitation, a substantial number of messages
did not exceed this length, with only 228 comments in the
YouTube corpus and none in the Twitter corpus surpassing the
threshold. This constraint did not adversely affect the model’s
performance. To obtain the evaluation metrics, an average of
five runs was calculated and the training data was split into
80% for the training set and 20% for the validation set.

Both corpora underwent in-domain and mixed-domain
assessments. In the in-domain experiments, the model was
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FIGURE 2. Workflow of our HS detection system.

trained exclusively on the corpus being tested. In the mixed-
domain experiments, both corpora were used to train the
model to determine if additional information from a different
source could further enhance performance. For example, the
model was trained using data from both the YouTube and
Twitter corpora and then tested on the Twitter corpus test
set.

Concerning the generative models the following prompts
were used to obtain the labels for runs with and without
context:

• No context: ‘‘Consider the comment/tweet delimited by
<START> and <END> and indicate whether it is hate
speech. Return only the number 1 if yes or the number
0 if not, as in a classification task <START>0<END>’’;

• With context (YouTube): ‘‘Consider the following data
about comments about aYouTube video, where <title> is
the title of the video, <previous comments> corresponds
to previous comments, and <comment> corresponds
to the comment being analysed. Please classify the
comment as being hate speech (1) or non hate-speech (0)
based on the context provided. Return only the values
1 or 0, nothing more. <title>{title} <previous com-
ments>{context} <comment>{current_comment}’’;

• With context (Twitter): ‘‘Consider the following data
about twitter conversations, where <context> corre-
sponds to previous tweets in the conversation, and
<current_comment> corresponds to the tweet being
analysed. Please classify the tweet as being hate
speech (1) or non hate-speech (0) based on the context
provided. Return only the value 1 or 0, nothing more.
<context>{context} <comment>{current_comment}’’.

For the context runs, each YouTube comment was sup-
plemented with the title of the video in which the comment
appeared, as well as preceding comments in the conversation
if they belonged to the same thread. For tweets, in the absence
of video context, only preceding tweets in the thread were
provided, if available.

E. EVALUATION METRICS
The performance of the models was evaluated using three
standard metrics, namely, Precision, Recall, and F-score.
These metrics are mathematically defined in Equations 1,
2, and 3, respectively, where True Positive (TP) refers to
the total number of correctly classified HS instances, False
Positive (FP) refers to the total number of non HS instances
classified as HS, True Negative (TN) refers to the total
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number of correctly classified non HS instances, and, finally,
False Negative (FN) refers to the total number of HS instances
classified as non HS.

Precision =
TP

TP+FP
(1)

Recall =
TP

TP+FN
(2)

F-score =
2 ∗ Precision×Recall
Precision+Recall

(3)

We report the macro, weighted, and positive class scores,
but when we assess the models we give more importance to
the positive class F-score since it evaluates the class we want
to detect and is a more balanced measure, taking into account
both FP and FN.

V. RESULTS
This section is divided into two parts: the YouTube corpus
results and the Twitter corpus results. We present the
results of the BERT-based models for both in-domain and
mixed-domain experiments, as well as the results of the
generative models with and without contextual information.
To ensure the statistical significance of all results presented,
we conducted McNemar’s test.

A. YOUTUBE
Table 3 summarises the results achieved for the in-domain
and mixed-domain experiments of BERT-based models as
well as the results of the generative models with and without
context. The results of the in-domain experiments reveal
that all BERT-based models significantly outperformed the
baseline DL models by more than 20 p.p. in regards to
the positive class F-score (p-value < 0.01). The best model
between the BERT-based models was HateBERTimbau, with
an increase in F-score of 1.5 p.p. when compared to the
next best model, with all BERT models having similar
performance. No significant differences where observed
between the BERT-based models with an in-domain setting,
with the exception of HateBERTimbau and BERTimbau
(p-value < 0.05).

For the mixed-domain experiments, the models were
trained with the addition of the Twitter corpora for a total
of 45458 messages. The mixed-domain section of Table 3
shows that, although BERTimbau and BERTimbau-hatebr
models improved their performance by 0.5% and 0.2%,
this difference was not significant, and none of the models
surpassed the overall best F-score obtained in the in-domain
results, with the best model being again HateBERTimbau.
Again, no significant differences were observed between
BERT-based models in a mixed-domain setting, and there
were no significant differences between in-domain and
mixed-domain models, with the exception of HateBER-
Timbau in-domain and mDeBERTa-hatebr mixed-domain
(p-value < 0.05).

Finally, the generative models section of Table 3 presents
the results of all generative models. Firstly, we can see that

these models have a far worse performance than the BERT
models, with a decrease of almost 10 p.p. in F-score between
the best models. This was confirmed by the statistical test
conducted, where all generative models were significantly
worse than all BERT-basedmodels (p-value < 0.01). Compar-
ing the runs where context about the messages was provided
versus the ones where no context was provided, we see that
the best result was obtained in a context setting, with GPT-
3.5 achieving a 0.796 F-score, significantly different than all
other generative models (p-value < 0.01), excluding GPT-4
without context. The GPT-3.5 and GPT-4 models were the
only ones that improved their performance with the addition
of context by 4.6 p.p. and 1.4 p.p. respectively, with only the
difference observed in GPT-3.5 being significant (p-value <
0.01). Both Gemini-Pro and Mistral have better performance
in a no-context setting, with only the differences observed
in Mistral being significant (p-value < 0.05). Although the
results obtained were consistent in multiple iterations on the
same day, subsequent runs in different days with identical
configurations revealed differences of approximately 25 p.p.
in some models. For instance, on a previous run of the GPT-4
model, we got a positive class F1 of 0.554, which marks
a difference of 17.4% to the F1 presented in Table 3 of
0.728. This goes in line with the literature that shows that
the behavior of the ‘‘same’’ model can change substantially
in a relatively short amount of time, since these models are
updated over time, in an opaque way [64], as mentioned in
Section IV. This was also observed for the Twitter generative
models.

B. TWITTER
For the Twitter corpus, the results were far worse, when
compared with the YouTube corpus, as shown in the
in-domain section of Table 4. All BERT-based models had
a positive class F-score bellow 50%, with the best being
again HateBERTimbau with an F-score of 47.3% (more
than 3.5 p.p. above all other BERT models), although
without significant differences. Among the BERT models,
all significantly outperformed the baseline CNN model
(p-value < 0.01), but only HateBERTimbau significantly
outperformed the LSTM model (p-value < 0.01), with a
3.3 p.p. increase.

In the Twitter corpus, the addition of information to the
models, by incorporating the YouTube comments in the train-
ing phase, resulted in an increase in performance, as shown in
the mixed-domain section of Table 4. There was in increase
of 4 p.p., 5.2 p.p., and 5.1 p.p. in BERTimbau, BERTimbau-
hatebr, andmDeBERTa-hatebr models, respectively, all being
statistically significant (p-value < 0.05). The previously best
performing model, HateBERTimbau, did not see an increase
in performance, being significantly worse than it’s in-domain
counterpart (p-value < 0.01). Contrary to the in-domain
models, all mixed-domainmodels significantly outperformed
both baseline models (p-value < 0.01).

Lastly, regarding the results of the generative models in the
Twitter corpus, illustrated in the generative models section
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TABLE 3. YouTube experiments for both BERT-based models and Generative models.

of Table 4, the inclusion of context did not prove to be
beneficial for enhancing the performance, with every model
showing significant decline with context (p-value < 0.01),
excluding GPT-3.5. However, it is noteworthy that the GPT-
3.5 model without context achieved the highest performance
out of any model, attaining a score of 50.2%. This model
was significantly superior to all in-domain andmixed-domain
BERT-based models, as well as all generative models without
context (p-value < 0.01), being the only one to exceed the
50% threshold.

Regarding the time performance of the models, all
BERT-based models had similar performance, which is to
be expected since they are all BERT versions, sharing the
same number of parameters and architecture. So BERTimbau,
BERTimbau-hatebr, and HateBERTimbau had a testing time
of 3.97, 3.97, and 3.95 seconds, respectively, for 825 sen-
tences. mDeBERTa-hatebr was the slowest model, taking
5.79 seconds, since this model is based on DeBERTa-V3
which has 184 million parameters instead of the 110 million
present on the other models. For the generative models, their
testing time is dependent on the company that provides them,
seeing that they control the number of requests allowed. For
instance the free version of Gemini is limited to 15 requests
per minute (RPM) which accounts for a 55 minute testing
time for the same 825 sentences. GPT-3.5 and GPT-4 took
5m19s and 5m57s respectively, and Mistral took 33m17s,
although Mistral was tested in a different machine, with the
use of Ollama2 for resource optimization, so it is not possible
to draw direct comparisons.

2https://ollama.com

VI. DISCUSSION
Regarding the overall results of the models employed, we can
conclude that BERT-based models are more effective for
the HS detection task, when compared to generative models
and other DL models. This finding aligns well with existing
literature [65] and was, to some extent, anticipated, as BERT-
based models underwent a fine-tuning process with the used
datasets, whereas the generative models were not optimised
for our data. Despite this, for the Twitter corpus, GPT-3.5with
the no-context prompt managed to obtain the best result out
of all the models. A possible explanation for the surprising
results in the Twitter corpus, where all models struggled to
even break the 50% positive class F-score mark, could be the
low IAA recorded, that showed the annotators had differing
views on what constituted HS in this corpus. This divergence
of annotations could have impacted the BERT models in
the fine-tuning phase, which led to the poor performance.
Although the performance of the generative models was not
great on its own, theymanaged tomatch, and even outperform
the BERT models with GPT-3.5. The generative models
were also in more agreement between them, with an IAA
of 0.542 in their predictions, greater than the 0.355 obtained
by the annotators. The disparity observed between the
performance obtained in the YouTube and Twitter corpora
could also be explained by the differences in discourse
style and linguistic characteristics inherent to each platform.
Twitter, because of its character limit and fast-paced nature,
often has condensed and cryptic language, that can make
interpreting and detecting HS more challenging compared to
the relatively more verbose and explicit language typically
found in YouTube comments. Finally, the prevalence of HS
messages on each corpora can also be an explanation for the
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TABLE 4. Twitter experiments for both BERT-based models and Generative models.

difference in results, since the Twitter corpus has a much
lower prevalence of HS messages (11.48%) when compared
to the YouTube one (64.9%), and although BERT-based
models are generally not as susceptible to the quantity of data
as traditional ML models, having more data for fine-tuning
could still improve the performance of BERT models. This
is even more relevant when the task requires domain-specific
knowledge and when the dataset is highly diverse or complex,
which is the case. Additionally, the standard deviations for
the BERT models’ results were around 0.002 to 0.012 for the
YouTube results and 0.002 to 0.035 for the Twitter results.
These higher standard deviations for the Twitter results
indicate greater variability in model performance, which can
be attributed to the low IAA and the challenging nature of the
Twitter data already discussed. In contrast, the lower standard
deviations for the YouTube results suggest more consistent
model performance in the YouTube corpus.

Upon examining the BERT-based models employed,
we can see that HateBERTimbau exhibited the best overall
performance for both corpora. This model was retrained with
task-relevant data and further fine-tuned with our specific
corpora. This model, alongside BERTimbau-hatebr, that
was already fine-tuned for the downstream HS detection
task and further fine-tuned on our corpora, had the best
performances, outperforming both multilingual mDeBERTa
and general BERTimbau. The achieved results were expected
and are in line with the literature [66], [67]. These models
are domain- and task-specific, making them more adept at
capturing the intricacies of Portuguese HS language and
context. This specialization results in improved performance
compared to more general BERT models. In addition,
we can see that by retraining the model on European

Portuguese we have a better performance than using a
model trained on Brazilian Portuguese, confirming the need
for European Portuguese resources, even in the presence
of Brazilian Portuguese ones. Regarding the mixed-domain
tests, the results obtained do not conclusively demonstrate
that incorporating information from a different context than
the target domain enhances model performance. Although
when training the models with both YouTube and Twitter
data we observed significant improved performance in the
Twitter test set, this improvement was not observed in
the YouTube test set. This discrepancy may be attributed to
the Twitter data, which, as we already mentioned, may lack
sufficient information for effective training due to its low
IAA and unique language characteristic. Such specificities
may have hindered the model’s ability to learn discriminative
features relevant to the YouTube domain, thereby limiting
its performance. We believe that the inclusion of diverse
data sources can enrich the model’s understanding and
generalization capabilities across domains, as shown in
literature [30], however the quality of the data needs to be
assured.

Finally, concerning the generativemodels, GPT-3.5 outper-
formed Gemini-Pro, GPT-4 and Mistral for the HS detection
task, and although their results fell short of the results of
BERT models, they still proved to be a viable alternative for
HS detection, having fairly good results and outperforming
both baseline DL models. In addition, these models were
not fine-tuned with our datasets, so there is still room for
improvement. When running the models it was apparent
that prompt design matters a lot in this type of setting,
with different prompts leading to varying results, which is
consistent with the literature [68]. Lastly, our experiments
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TABLE 5. Examples of misclassifications of our models.

with adding context to the prompts of these models (as they
were not fine-tuned) showed that there were improvements
in GPT-3.5 and 4 in the YouTube corpus. In all other runs,
the addition of context decreased performance, which appears
to contradict the literature [44], where context typically

enhances performance. However, it has been demonstrated
that while GPT-3.5 benefits from context, other models may
not [65]. Our findings align with this observation. For the
generative models, the standard deviations were between
0.003 and 0.025 for Gemini and between 0.001 and 0.007 for
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GPT models. These relatively low standard deviations for
the GPT models indicate more consistent performance across
runs, while the higher standard deviations for the Gemini
model suggest more variability.

VII. ERROR ANALYSIS
To gain insights into the performance of our models,
we conducted an error analysis, examining instances of false
positives (FP) and false negatives (FN) in the predictions.
Notably, we can observe in Table 5 that many FP instances
contained counter-speech instances, that commonly have
words associated with HS, leading to misclassifications.
For example, the comment ‘‘Shut up, wash your mouth. . . .
white and black people do shit too’’ was classified as HS
probably because of the inclusion of the term ‘‘black’’ and
the negative connotation of the message, despite this being
an instance of counter-speech, where the intention was to
battle hate. Looking at the other examples, we see the
same phenomena happening with other terms like ‘‘racism’’,
‘‘gypsies’’, ‘‘Angola’’, and ‘‘LGBT’’, that appear inserted
in an aggressive message, where the intent is to combat
HS. While these findings may suggest that the models rely
heavily on lexical clues, it is important to note that the
misclassified messages closely resemble HS messages in
their structure and wording. Thus, while lexical cues play a
role, the misclassifications may also stem from the nuanced
similarity between these messages and actual instances of
HS. Similarly, FN instances often required additional context
to discern the presence of HS, particularly for covert forms.
In these cases, the absence of explicit HS language made
it challenging for the models to accurately identify the
underlying harmful intent. For instance, the message ‘‘@User
you are great.’’ lacked overtly discriminatory language
but probably implied support to a previously derogatory
sentiment toward a specific group, illustrating the nuanced
nature of covert HS.

VIII. CONCLUSION
In this work, we investigated the performance of various
transfer learning models in identifying HS in European Por-
tuguese online discourse in a YouTube corpus and a Twitter
corpus. Specifically, we compared different BERT-based
models – BERTimbau, BERTimbau-hatebr, mDeBERTa-
hatebr, and HateBERTimbau – along with four generative
models – GPT-4, GPT-3.5, Gemini-Pro and Mistral-7B-
Instruct-v0.3. HateBERTimbau achieved the best positive
class F-score with 87.1% for the YouTube corpus, surpassing
the baseline scores by more than 20 p.p., and GPT-
3.5 achieved the best performance for the Twitter corpus with
a positive class F-score of 50.2%, with an increase of 6.2 p.p.
compared to the baseline. We showed that the incorporation
of mixed-domain data for the training of the models has the
potential to improve performance, significantly increasing
the performance of BERT models in the Twitter corpus,
by training them with the Twitter and YouTube corpus
simultaneously. In order to achieve this, it is necessary to

ensure the quality of the data, since none of the models had
an improvement in performance when the Twitter data was
incorporated, which may be caused by the low IAA between
annotators, potentially adding noise to the models. For the
generative models, they had a worse performance when
compared with the BERT models in the YouTube corpus,
but since there was no fine-tuning done, and the models did
not learn from the annotations of the training data – they
made predictions based on their representations of HS, that
may not be aligned with our definition. This can also be the
reason why in the Twitter corpus they managed to outperform
the BERT models, because they where not exposed to the
possible noisy data with low IAA.

Overall, our study contributes to understanding the
effectiveness of different transfer learning models for HS
detection, in general, and in European Portuguese online
discourse, specifically. Our findings suggest that BERT-based
models fine-tuned for the HS detection task have better
performance than general BERT models not fine-tuned for
a downstream task, and that models retrained on European
Portuguese are more effective in identifying HS in European
Portuguese thanmodels trained on only Brazilian Portuguese.
Regarding the error analysis, we found that some of the
messages mislabeled as non-HS did not have sufficient
context to be able to be classified as HS. This underscores
the necessity for additional context provided by preceding
messages. Additionally, some of the messages mislabeled
as HS were in fact counter-speech attempts or messages
containing words that are often used in HS messages, which
further confirms the need to provide some context to the
models in order to accurately predict HS. To overcame this
limitation, future work could focus on incorporating context
alongside target messages to better inform the models, espe-
cially the BERT-based ones; distinguishing between overt and
covert hate speech may also lead to better representations
of the different types of HS and improve classification
accuracy; and, finally, pre-fine-tuning generative models
with training data to align with annotation criteria. We also
believe that for future work, multi-class detection attempts
should be made, especially in detecting HS directed at
different target groups, such as those present in our datasets.
Furthermore, recent studies have explored network immu-
nization after detection in various ways. Either by proactive
approaches [69], tree-based approaches [70], community-
based approaches [71], or real-time approaches [72], they
aim to stop the propagation of problematic content in
networks. We consider this a very promising avenue for
application in the HS detection space. Future work should
combine both tasks: HS detection and network immunization,
to not only identify forms of HS but also to effectively
mitigate their spread within online communities. This
integrated approach could enhance the overall effectiveness
of HS management and contribute to creating safer online
environments.

While our study has provided valuable insights concerning
the effectiveness of different transfer learning models for HS
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detection, it is important to acknowledge some limitations.
Specifically, our corporawere annotated by a small number of
annotators, ranging from three to four individuals, each with
distinct backgrounds. This variability among annotators may
introduce considerable data variance.
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