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Resumo 

 

A nível mundial, as doenças cardiovasculares (DC) são a principal causa de morte. Foram 

publicadas várias diretrizes para o tratamento das DC com o objetivo de melhorar a qualidade 

dos cuidados e reduzir os custos. Assim, é cada vez mais importante detetar e diagnosticar 

precocemente as doenças cardiovasculares.  

Este estudo tem como objetivo construir um algoritmo que permita prever se o doente 

vai ultrapassar a sua frequência cardíaca.  Para além disso, o objetivo foi construir um sistema 

de alerta que monitoriza o estado clínico do doente e, sempre que houver uma alteração, de 

acordo com alguns parâmetros, o médico recebe uma mensagem automaticamente. Este estudo 

teve como base um conjunto de dados do Hospital Santa Maria em Lisboa, obtidos através de 

Acordos de Prestação de Serviços Digitais desenvolvidos no âmbito do projeto FCT 

DSAIPA/AI/0122/2020 AIMHealth - Aplicações Móveis Baseadas em Inteligência Artificial 

para Resposta de Saúde Pública.  

O método centrado nos dados seguiu a metodologia de Mineração de Dados (MD) 

CRISP-DM. Com base no conjunto de dados foi possível, seguindo esta metodologia, 

desenvolver um algoritmo de Aprendizagem Automática (AA) que pudesse prever 

antecipadamente se o doente iria exceder o intervalo interquartil da sua frequência cardíaca.  

Verificámos que o nosso algoritmo de AA conseguiu prever problemas cardíacos em 

90% dos casos e que o nosso sistema de alerta foi eficaz na deteção precoce de problemas 

cardíacos nos doentes. Este estudo demonstrou que a utilização de AA é uma ferramenta valiosa 

para detetar o agravamento do estado de saúde de um doente. 

 

Palavras-chave:  Análise de dados, Cardiologia, Saúde, Deteção Precoce, Sistema de Alertas, 

Inteligência Artificial. 
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Abstract 

 

Globally, cardiovascular disease (CD) is the leading cause of death. Several guidelines for the 

treatment of CD have been published with the aim of improving the quality of care and reducing 

costs. Thus, it is increasingly important to detect and diagnose cardiovascular diseases early.  

This study aims to build an algorithm to predict whether a patient will exceed their heart 

rate.  In addition, the goal was to build an alert system that monitors the patient's clinical status 

and, whenever there is a change, according to some parameters, the doctor receives a message 

automatically. This study was based on a set of data from Santa Maria Hospital in Lisbon, 

obtained through Digital Services Agreements developed under the FCT project 

DSAIPA/AI/0122/2020 AIMHealth - Artificial Intelligence Based Mobile Applications for 

Public Health Response.  

The data-centric method followed the CRISP-DM Data Mining (DM) methodology. 

Based on the dataset it was possible, following this methodology, to develop a Machine 

Learning (ML) algorithm that could predict in advance whether the patient would exceed the 

interquartile range of their heart rate.  

We found that our ML algorithm was able to predict cardiac problems in 90% of the 

cases and that our alert system was effective in early detection of cardiac problems in patients. 

This study has shown that using ML is a valuable tool for detecting the worsening of a patient's 

health condition. 

Keywords: Data Science, Cardiology, Health, Early Detection, Alert System, Artificial 

Intelligence. 
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1. Introduction 

 
Cardiovascular Diseases (CVD) in 2021 have been highlighted as the leading cause of death 

ata a global scale [1]. More than three-quarters of these fatalities occurred in developing 

countries [2]. This is because these countries have a shortage of health services and/or 

insufficient capacity, which causes late diagnosis [3]. It is estimated that the total number of 

deaths from these pathologies is likely to increase due to the growth and aging of the population 

[4]. Therefore, countries are adopting strategies to be able to address this problem [5]. A global 

action plan [6] between 2013 and 2030, referred to as Noncommunicable Diseases (NCDs), has 

been created that aims to encompass diseases such as cancer, diabetes, heart and lung disease 

and their risk factors. The main goal is to reduce mortality and increase collaboration and 

cooperation at national, regional, and global levels, enabling populations to achieve higher and 

better health outcome standards. The last statement [6] about this plan, in May 2022, noted that 

no country had reached all the goals that were set.   

CVD have been also touted as the illnesses that are easiest to prevent and manage, while 

being the top cause of mortality worldwide during the previous ten years [4]. A quick 

identification of an illness is necessary for effective and thorough therapy [2]. There appears to 

be a pressing need for a reliable and organized method for detecting high-risk individuals and 

collecting data for prompt detection of CVD. Heart rate is an independent risk predictor for the 

onset of acute coronary even [7]. It has already been shown in several studies that increasing 

the heart rate by 10 beats per minute is associated with an increase in the risk of cardiac death 

by at least 20%, as can be seen in study [8]. 

Therefore, it is becoming increasingly important to face this growth using methods that 

allow for quick and efficient data collection and analysis [9]. In this context, the use of 

computational approaches such as Artificial Intelligence (AI), Machine Learning (ML) and 

Data Mining (DM), has been adopted and accepted in the scientific community. In fact, the use 

of automatic data collection systems in several industries enables daily gathering of massive 

volumes of data. The widespread use of information and communication technology, the 

development of cloud computing and the emergence of big data, led to the development of 

decision support systems and data mining technologies [7]. Increasingly we live in an age where 

data multiplies with each passing day. The amount of data generated in the world, by 2008, is 

the same amount of data that is now generated per minute [10]. IBM released a study that states 
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that every day 2.5 exabytes are created [11]. Making data mining and knowledge discovery 

systems relevant to a larger range of fields currently a trend [12].  

Data mining techniques have been used by researchers to identify many non-communicable 

diseases ailments, such as diabetes [13], stroke [14], cancer [15], and heart disease [16]. 

Researchers have also attempted to use data mining methods to identify heart illness, 

considering the high prevalence of cardiovascular related mortality [17].  

Researchers in data mining have long looked at how tools and technology might be used to 

perform data analysis in big data scenarios. Adopting data mining techniques in the medical 

area is crucial for accurately diagnosing and forecasting various disease conditions and 

comprehending healthcare data in depth. Among these applications, as shown in the article [18], 

we can highlight clinical data analysis, intended to enhance treatment practices and prevent 

hospital errors, early illness diagnosis, short term disease prognosis, disease prevention, and 

decrease in hospital mortality. 

We can conclude that it is becoming increasingly relevant to identify heart disease problems 

as early as possible to improve patient outcomes. However, the symptoms of heart problems 

are painful, but they are often difficult to identify. This is because they are easily confused with 

sensations that people may experience after physical exertion or due to other situations.  

Medical professionals face significant challenges in trying to identify these problems early. 

Due to the sheer number of patients, it becomes important that there are accurate and 

quantifiable reports to alert medical intervention. This would allow doctors to be called when 

needed and thus improve resource utilization. To address this challenge, we propose an accurate 

ML algorithm to predict a patient's risk of exceeding the normal heart rate and create an 

effective alert system to help medical professionals to act quickly. The data source for this study 

comprises a pseudo-anonymized multi-syndrome dataset of clinical data collected at Hospital 

Santa Maria, the largest Portuguese Public Hospital, located in Lisbon. Data was collected in 

the period of 01/01/2019 to 12/11/2021 that corresponds to the period of the Covid 19 outbreak, 

and the dataset is referred to as the HSM dataset. It includes data from 23122 patients and 

contains real-time clinical signals such as Temperature, Blood Oxygen Level (SpO2), Heart 

Rate. This dataset, whose schema includes 66 tables and occupies 75 Gbyte of data, was 

provided under the framework of the FCT project DSAIPA/AI/0122/2020 AIMHealth - Mobile 

Applications Based on Artificial Intelligence, aiming to contribute with a preventive approach 

for Public Health strategies in facing the COVID 19 pandemic situation, proposing a 

smartphone app and trustworthy Artificial Intelligence (AI) distributed and service-based 

platform, to identify symptomatic and asymptomatic patients as well as assess the risk of 
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exposure. The availability of the HSM dataset for research was approved by the Ethical 

Committee of the Faculty of Medicine of Lisbon, one of the project partners. The dataset is 

currently being accessed by ISCTE and Faculty of Medicine researchers, under a NDA and in 

the scope of the FCT AIMHealth project, which is also the case of this thesis. 

The main contributions of our study are twofold: (1) the possibility of improving clinical 

decision making and the quality of care for patients with heart disease, with an intelligent 

computing approach based in ML and, (2) to combat the overload in hospital care by creating 

a system that generate alerts when there is an anomaly in the patient's health status, thus 

benefiting doctors and nurses. 

 

1.1. Research Question 

 

As mentioned before, heart problems are one of the leading causes of mortality worldwide. It 

is becoming increasingly important to be able to identify these problems early to improve 

patient outcomes. However, the symptoms of heart problems are subtle and can be difficult to 

detect. Medical professionals face significant challenges in trying to identify these problems 

early. In addition, with the high volume of patients that need to be monitored, it is easy to miss 

important information or not act quickly enough. This can result in treatment delays, prolonged 

hospitalizations, and less favorable patient outcomes. 

To appropriately tackle this issue we can state our research question as follows: "how 

can we use ML algorithms to accurately predict the risk of a patient exceeding the normal heart 

rate and develop an alert system, based on pseudo-anonymized clinical data collected from 

patients at Hospital Santa Maria, so that medical professionals can act quickly and efficiently?".  

To address this research question we followed a research methyodology, described in 

the next section. In short, we seek to develop an accurate ML algorithm, trained and tested  on 

a pseudo-anonymized clinical dataset of Hospital Santa Maria patients, to predict a patient's 

risk of exceeding the normal heart rate and create an effective alert system to help medical 

professionals act quickly, that can be validated in the Hospital settings.  

The main contribution of this study is the possibility of improving clinical decision 

making and the quality of care for patients with heart problems. 
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1.2. Research Methodology 

 

For this dissertation, we started by following the PRISMA (Preferred Reporting Items for 

Systematic Reviews and Meta-Analysis) [19] methodology to perform a systematic literature 

review. This PRISMA method started with issuing a key research question "What is the state 

of the art on the use of Artificial Intelligence in aortic diseases data from Remote Monitoring 

Systems?". Fom this review we understood the major trends and gaps in the literature that could 

guide our research. 

Increasingly we live in an age where data multiplies with each passing day. Thus, it is 

necessary to apply tools that help transform raw data (Big Data) and transform it into 

information and knowledge needed to manage organizations.  An appropriate and popular data 

analytics methodology that emerged in 1996 to meet one the challenge of analysing Big Data, 

is the CRISP-DM (Cross Industry Standard Process for Data Mining) methodology [20]. This 

is an effective and time-tested practice and is composed of six stages, that we adopted as our 

intelligent computing approach. 

In the first stage, called Business Understanding, the goal is to understand the business, to 

understand the problem that needs to be solved, and to define the objective and the needs of the 

institution/organization. In our case this objective is to answer properly to our research question, 

whose context is the treatmets to patients with CDs at Hospital Santa Maria, during the COVID 

lockdown. In the second stage, the available data is collected, explored, preliminary analysed, 

and its quality is verified; this stage is called Data Understanding. In a third stage, Data 

Preparation, it is necessary to define data-centered modelling and analytics requirements, 

integrate data from different sources, and prepare data with enough quality for modelling and 

evaluation purposes. The fourth stage, Modelling, essentially involves selecting the most 

appropriate intelligent computing methods and algorithms that will properly answer the 

objective defined in the first stage (our resarchquestion). In a fifth phase called Evaluation, the 

model is applied and tested to verify if it meets the project's objective, using metrics adopted in 

the literature. Finally, Deployment, which as the name implies. is the computing 

implementation and delivery to the appropriate stakeholders of the results based on our 

predictive modeling and some heuristics, namely, the alert system that monitors the patient's 

clinical status, and whenever there is a change, according to some parameters, the doctor 

automatically receives a message, alerting for outliers or abnormalities predicted in the 

collected HR data. 
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For a better perception, Figure 1.1 represents the flow of the methodology that will be 

followed in this thesis.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.3. Outline of the Dissertation  

 

This dissertation comprises four chapters (not including chapter one which is the introduction): 

Chapter 2: The key to the whole process involves performing a systematic literature 

review, which was based on the PRISMA methodology, guided by the question: "What is the 

state of the art on the use of Artificial Intelligence in aortic diseases data from Remote 

Monitoring Systems?".  

Chapter 3: This chapter's main objective was to analyze the obtained HSM dataset and to 

perform a data analysis using the CRISP-DM methodology.  

Chapter 4: This chapter describes the design and development of an alert system. In this 

phase, a system was developed using Python that allows an alert to be generated automatically 

for the doctor, or nurse, that informs him/her that his patient's condition has worsened.  

Chapter 5: Presents a discussion of the dissertation as well as projections for future work. 

 

 Figure 1.1 - Flow chart of the CRISP-DM 
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2.  Literature Review 
 

2.1 Search Strategy and Inclusion Criteria 

 

This research was conducted on the 21st of May of 20223. Two repositories - Scopus and Web 

of Science (WoS) were used, and 45 articles were obtained. The criteria were only to choose 

articles published between 2020-2023 and the writing had to be in English. In addition, another 

limitation imposed was to choose only journal articles and articles and reviews. 

 

2.2. Study Selection 

 

The choice of articles was made by reading the title, the abstract and the keywords used by the 

authors. 

 

2.3. Data Extraction and Synthesis 

 

Zotero was used to store the articles, and articles were managed using Microsoft Excel and 

Microsoft Word, manging title, author, year, journal, subject area, keywords, and abstract.  

To analyze and summarize the data, we performed a quantitative assessment. We searched 

the Scopus and WoS databases with the same keywords for research related to the concept of 

“Machine Learning”, "Artificial Intelligence" and “Data Analytics”, the target population of 

"Cardiovascular Diseases” and “COVID-19” with a context of the study of “Diagnosis”, 

“Medical data” and "Remote Monitoring" (see Table 2.1). 

   

 

Table 2.1 - Definition of the Keywords Used to Search the Scopus and WoS Databases 
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Following PRISMA, we found, 45 documents. Next, it was necessary to perform a manual 

cleaning process. For this, duplicates were eliminated, same with documents whose title did not 

fit the search made and, finally, the complete article was analyzed and eliminated if it did not 

fit. In this way, it was possible to narrow the documents figure down to 33 documents. Our 

study took into special consideration the year, area, theme, and description of each paper. 

Figure 2.1 shows the PRISMA methodology flow of the analyzed articles. 

 
Figure 2.1 - PRISMA methodology flowchart 

 

 

 

Figure 2.2 notes the clear upward trend in the number of papers, thus demonstrating 

importance the thesis topic. 
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Figure 2.2 - Evolution by year of published articles 

 

In a summarized way, in Table 2.2, it is possible, to analyze how the articles are distributed 

by topics. 

 

 

 

 

 

Considering that one of the aims of this thesis is to identify which are the most used 

technologies in the analysis of aortic diseases, it is possible to observe in Figure 2.3 which are 

the main topics of this literature review. 

Topic Reference # of Documents 

Machine learning [21]–[46] 26 

Early Diagnostics [21], [22], [25], [26], [28], [30]–[32], [37], [40], 

[44], [46]–[51] 

17 

Disease monitoring [21], [22], [24], [25], [27], [29], [30], [48], [51], [73] 10 

Remote Monitoring [21], [22], [24], [25], [27], [29], [30], [48], [51], [73] 10 

Disease relation [21]–[23], [26], [27], [33], [48], [50] 8 

Causes [34]–[36], [38], [39], [46] 6 

Evolution [24], [28], [33], [36], [76] 5 

DNN [47]– [50] 4 

Cluster analysis [23], [76] 2 

Review [32], [43] 2 

Post Illness [27], [64] 2 

Table 2.2 - Studies by Topics 
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Figure 2.3 - Main Topics from the Literature Review 

   

 

2.4. Literature Review Results  

 

After analyzing the articles, it was possible to notice that there is a growth in studies using ML. 

In general, ML is a subset of AI, and Deep Neural Network (DNN) is a subset of ML.  As 

mentioned in the article [25], there is a call from the scientific community for countries, 

especially those in development, to apply AI algorithms to curb the excess of deaths. In the 

literature review it is possible to see that, essentially, ML, DNN and Cluster Analysis (CL) are 

used.  

Based on the defined keywords, we can conclude that the most used algorithm is ML 

representing 26 of the 33 selected papers. Studies that are based on the use of ML go on to 

demonstrate significant impact on the diagnosis and management of heart disease, including 

complications related to COVID-19, as well as in other areas of medicine. Studies [42], [47], 

[49], [51], [52]  explore the use of ML techniques for early diagnosis of heart disease. The 

authors propose approaches based on signals from ballistocardiograph, respiratory effort, ECG, 

and photoplethysmography (PPG) signals to identify cardiac abnormalities and predict the risk 

of heart disease, including heart failure. In addition, some of these studies apply these 

techniques in the context of COVID-19, using ECG analysis to diagnose the presence of the 

disease. 

Articles [46], [53], [60], meanwhile, address the broader application of ML in medicine. 

The authors explore how the combination of artificial intelligence and in vitro diagnostics can 

improve the accuracy and efficiency of medical diagnosis. In addition, some studies look at the 

use of artificial intelligence in precision medicine, which aims to provide personalized 

treatments based on genetic and individual patient characteristics. Also discussed are health 
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system planning and management during the COVID-19 pandemic, using artificial intelligence 

to support decision making and efficient management of health resources. 

Papers, [47], [48], [54], [55], [66], explore the effects of COVID-19 on the cardiovascular 

system and propose Machine Learning-based approaches to diagnose and monitor 

cardiovascular complications in COVID-19 patients. The authors emphasize the importance of 

early diagnosis and ongoing management to improve clinical outcomes and health resource 

management during the pandemic. 

Articles, [50], [63], [64] explore other applications of ML in healthcare, such as the use of 

mobile devices for cardiology care, the use of vocal biomarkers for medical diagnosis, and 

liquid biopsy technologies for hematological diseases. The authors highlight the potential of 

artificial intelligence in improving diagnostic accuracy, efficiency, and accessibility of 

healthcare in different areas of medicine. 

The papers that focused on the use of DNN methods represent 4 out of 33 papers. Studies 

demonstrate the potential of AI and ML in diagnosing COVID-19 using ECG signals, also 

considering the presence of concomitant cardiovascular diseases. This study,[67],  proposes an 

artificial intelligence-based approach to categorize ECG images of COVID-19, even in the 

presence of other cardiovascular diseases. The model uses DNN to identify specific patterns in 

the images that are indicative of the presence of COVID-19, considering the coexistence of 

cardiovascular conditions. 

In paper [68], COV-ECGNET, a model based on deep convolutional neural networks for 

the detection of COVID-19 using ECG tracing images, is presented. The model is trained to 

identify distinct features in ECG tracings that are specific to COVID-19, considering the 

presence of concomitant cardiovascular diseases. 

Study, [69], proposes ECG-iCOVIDNet, an interpretable artificial intelligence model to 

identify changes in the ECG signals of post-COVID individuals. The model uses DNN and 

interoperability techniques to identify patterns and abnormalities in ECG signals that are 

indicative of changes due to SARS-CoV-2 infection, also considering the context of 

cardiovascular diseases. 

In paper, [70], a DNN model for diagnosing COVID-19 from images of paper ECG tracings 

is presented. The model can analyze the specific features in the ECG images and identify 

whether the individual is infected with COVID-19, considering possible cardiovascular 

comorbidities. 

Finally, some authors use CA to study how the evolution of the disease in patients might 

be. Cluster analysis represents 2 of the 33 selected papers. Studies highlight the importance of 
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cluster analysis in identifying multimorbidity patterns and risk assessment in patients with 

COVID-19, particularly in the context of cardiovascular diseases.  This study [44] uses cluster 

analysis to identify multimorbidity patterns and pre-existing conditions associated with in-

hospital mortality in patients with COVID-19. Cluster analysis allows patients to be grouped 

based on similar characteristics, including cardiovascular disease, to identify groups at higher 

risk for mortality. The study seeks to understand how cardiovascular conditions and other 

comorbidities may influence clinical outcomes in patients with COVID-19. 

Article, [76], discusses the use of cluster analysis and prognostic indices in the context of 

evaluating patients hospitalized with COVID-19 pneumonia. Cluster analysis allows for the 

identification of patterns of lung involvement and possible complications, including the impact 

on cardiovascular disease. In addition, the article discusses the use of prognostic indices based 

on CT scans to assist in assessing the risk of serious outcomes, also considering the presence 

of cardiovascular disease. 
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3. Data Mining 

 

To address the first part of our how research question, namely, “how can we use ML algorithms 

to accurately predict the risk of a patient exceeding the normal heart rate (…), based on pseudo-

anonymized clinical data from patients at Hospital Santa Maria, (…)?", we adopted the 

mentioned CRISP-DM (Cross Industry Standard Process for Data Mining) data mining 

methodology. 

 

3.1. Business Understanding 

 

In the CRISP-DM phase of Business Understanding, our goal is to understand the clinical 

context of production of the HSM dataset. Paper [77], help us unveiling such context, reflecting 

the reality of Portuguese hospitals. Study [78], shows that Portugal is the third OECD country 

with the most physicians. In the Portuguese public health system, doctors and nurses have a 

huge administrative burden, which is reflected in reduced available time to dedicate for patients. 

In contrast, the annual occupancy rate of hospitals in Portugal is around 84%, according to the 

SNS (National Health Service) report 2022 [79].   

 

3.2. Data Understanding 

 

In mid-May 2022 we started our access to the secure computing infrastructure where the raw 

HSM dataset was stored (the Iscte data center). We extracted a sample of the full dataset, with 

600 Mbytes (66 csv files) of clinical information from 23122 patients. The main reason for 

choosing this sample is its computational efficiency. Exploratory data analysis showed that we 

were facing a fragmented data set.   

Some of our sample dataset variables are gender, ethnicity, age, risk factors (pathologies, 

risks or allergies), the exact date of when the patient arrived at the hospital, the provenance 

(whether the patient arrived at the hospital alone, in an ambulance or through another hospital), 

the date of onset of symptoms, which type of professional they were seen by, the diagnosis 

given, the medications and treatments they will receive.   

To better understand the data, we built a flow chart of the patient's journey through the 

hospital (depicted in Figure 3.1), by considering the analyzed tables and columns (variables). 
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The raw data accessed has many null values and no universal formatting in many variables, 

i.e., variables whose collection did not follow a strict formatting. There are a multitude of open 

fields which makes some of them difficult to analyze. 

Figure 3.1 represents the hospital patient’s journey. We derived such a journey by analyzing 

the provided data tables and their embedded links. Once the patient arrives at the hospital, 

he/she is entered at the "ADMISSION" table.   

In the case of an emergency room or consultation, the department where the patient was 

admitted is registered ("DEPARTMENTS"), as well as the type of care ("ATTENDING 

TYPES"). Afterwards, the patient goes through a triage phase where the main complaints are 

registered in the "CHIEF COMPLAINTS" table. In this table we can find ID's for foreign tables 

such as: precautions to take ("PRECAUTIONS"); the type of allergies that the patient may have 

("ALLERGIES"); the blood group ("BLOOD GROUP"); the patient's gender and ethnicity 

("PATIENTS"). A first diagnosis of the patient is recorded in "ADMISSION DIAGNOSIS".   

Occasionally, laboratory tests are performed, if applicable, and other necessary 

examinations are performed, whose information will be recorded entirely in the "LAB TESTS", 

"LAB RESULTS" and "ANALYSES" tables. The patient's diagnosis may also involve other 

types of tests that are registered in the "ORDERS" table. This table contains several 

corresponding foreign keys and describes: the duration and frequency of treatment 

("SCHEDULES"); the type of route in which the patient received treatment ("ROUTES"); what 

unit of measure was used in the treatment ("UNITS"); the form of treatment ("FORMS"); types 

of treatment ("TREATMENTS"); and a scale of pain the patient is experiencing ("SCORE 

ITENS"). After the treatment is completed, the departments that accompanied the patient are 

recorded in the "ENVIROMENTS" and "ENCOUNTERS" tables, as well as any event that 

might have occurred. Finally, the patient may undergo a medical procedure that will be recorded 

in the "MEDICAL PROCEDURES TYPE" table. 

 

3.3. Data Preparation 

 

In the data preparation phase, an essential task is to determine the dataset to be used in our 

modelling approach, to achieve the main objective of this paper. In Table 3.1, you can analyze 

in detail which tables have been included for modelling and which will be excluded. 

The inclusion of some variables was based on indications and insights provided by a 

medical doctor, specialized in cardiovascular diseases, in regular meetings that occurred since 

August of 2022. Our inclusion criteria are: 
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• Patient characteristics that may influence the development of cardiovascular disease. Tables 

such as: "ALLERGIES", "BLOODGROUPS", "COUNTRIES", "ETHNICITIES", 

"PATIENTALLERGY", "PATIENTPRECAUTION", "PRECAUTIONS" and "SEXES"; 

• Characteristics that relate to the diagnosis/treatment the patient has had. The case of tables 

like: "ADMISSIONDIAGNOSIS", "DIAGNOSES", "LABRESULTS", "LABTESTS", 

"MEDICALPROCEDURES", "MEDICALPROCEDURETYPES", "MEDICATIONS", 

"ORDERS" and " TREATMENTS"; 

• Characteristics that detail the patient's journey through the hospital. Such as the tables: 

"CHIEFCOMPLAINTS", "ENCOUNTERS", "EVENTDATA", "EVENTTYPES", 

"LOCATIONS" and "RTDATA"; 

 

On the other hand, the exclusion criteria were: 

 

• Tables that were too “dirty”, containing many null values; 

• Tables that did not follow a universal formatting, in other words, there had too many free 

text fields; 

• Tables that did not add relevant information; 

• Tables that were made up of values.  
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Figure 3.1 - Flow chart of the patient journey 
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In Table 3.1 we present a more detailed analysis of the tables that were included and 

excluded from our analysis. 

 

Tables included in the analysis Tables excluded in the analysis 
ADMISSIONCHIEFCOMPLAINT ADMISSIONAMBULATORYSTATUS 

ADMISSIONDIAGNOSIS ADMISSIONS 

ALLERGIES ALLERGYTYPES 

ANALYSES ASSESSMENTITEMS 

BLOODGROUPS ATTENDINGTYPES 

CHIEFCOMPLAINTS CATEGORIES 

CNLCODES COMPONENTS 

COUNTRIES DIAGNOSISTYPES 

DEPARTMENTS ENCNOTETYPENOTETYPEBLOCK 

DIAGNOSES ENCOUNTERNOTETYPE 

ENCOUNTERS ENVIRONMENTMEDICALPROCEDURE 

ENVIRONMENTLOCATION ENVIRONMENTS 

ENVIRONMENTTYPEGROUPS ENVIRONMENTTYPES 

ETHNICITIES EVENTS 

EVENTDATA FAMILIES 

EVENTTYPES FORMS 

LABRESULTS LABSOURCES 

LABTESTS NOTETYPEBLOCK 

LOCATIONS NOTETYPES 

MEDICALPROCEDURES ORDERTASKSTATUS 

MEDICALPROCEDURETYPES PARTCOMPONENT 

MEDICATIONS PARTS 

ORDERS PSICADATA 

PATIENTALLERGY PRECAUTIONTYPES 

PATIENTPRECAUTION ROUTES 

PATIENTS SCHEDULES 

PRECAUTIONS SCOREGROUPS 

RTDATA SCOREITEMS 

SEXES SELEC 

TREATMENTS STAFF 

 STAFFATTENDINGTYPE 

 STAFFTYPES 

 TABLES 

 TASKS 

 UNITS 

 SYSDIAGRAMS 
Table 3.1 - Tables included and excluded from the analysis 

 

Some tables contain important information and despite containing a substantial number of 

missing values and/or free text fields, were included in the analysis. Of the 24 tables that were 

selected for analysis, 14 contain null values.  

The table "ADMISSIONS" is one of the most important for the analysis, although showing 

also missing values in some variables. It conveys relevant information about how the patient 
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was admitted to the hospital. In Figure 3.2 you can analyze the number of patients registered 

between the 1st of January of 2019 and the 12th of November of 2019, by department. Note 

that although it was stated earlier that the database contains information from 23122 patients 

the graph shows a higher count because a given patient may be admitted to the hospital more 

than once. 

 

Figure 3.2 - Distribution of patients by hospital department 

 

The aforementioned "ADMISSIONS" table contains some variables with null values, 

that convey information such as when the patient was admitted to the hospital, his weight, 

height, age and when he left the hospital. The variables for when the patient was admitted to 

the hospital is relevant, but we have in this table another variable (which does not contain nulls) 

for when the patient entered the system. Therefore, the variable “when the patient was admitted” 

can be eliminated. The variable for when he “left the hospital” corresponds to a table that we 

don't have access to, so this variable has all null values and had to be eliminated.  

The tables "ANALYSES", "DEPARTMENTS", "ENCOUNTERS", "ENVIRON-

MENTLOCATION" and "LOCATIONS", contain respectively three, two, one, one and three 

variables with null values corresponding to foreign keys from tables that we do not have access 

to. Therefore, these variables were deleted.  

The table "CNLCODES" contains coding information related to some other variables, 

such as “blood pressure”, “heartbeat”, “temperature”, and “pulse rate”. Therefore, this table 



 
 

19 

underwent a merge to associate the codes to the "RTDATA" table, despite including some null 

values.  

The "DIAGNOSES" table allows us to know the diagnosis given to the patient. It 

consists of a code, its description and a foreign key from a table that was not used in the analysis. 

1% of the data had null values and corresponding rows were deleted.  

The "EVENTDATA" table has a high number of null values and non-conforming 

values, but it was chosen for the analysis because of the "STARTED" variable that is important 

to merge with other variables. Since this table was only used as a link to other tables, it remained 

as is. 

The "EVENTTYPES" provides each event's category. This variable is relevant for us to 

understand the patient's table journey through the hospital.  

The "MEDICATIONS" table deals with patients' medication and is composed of two 

variables with null values. These variables are not relevant because they only concern 

comments about the medications and their generic name. Therefore, these variables were not 

considered in our study.  

The "PATIENTS" table deals with patient information and contains null values only for 

patient's birthday and ethnicity. The birthday variable contains 1.7% of null values, so these 

rows were deleted. The ethnicity variable shows 20% of null values, and the cor-responding 

rows were deleted.  

The "RTDATA" table contains the most relevant information, namely the real-time 

clinical data, such as the patient's heartbeat, pulse rate, temperature, among others.  

The "TREATMENTS" table only contains one variable with a foreign key with less 

than 1% of nulls. Thus, those rows with null values were eliminated. 

After cleaning null values in the respective tables, we resort to building new tables. This 

step is important because it consists of integrating the data so that we have tables with only 

relevant information, for a better analysis. Although we will create tables that may have the 

same name, the goal is that these new tables have on the one hand, only the essential information 

from the original table, but also contain additional information from other tables that are 

relevant to the study.  

We created the "Sitename_nhr" table, which corresponds to the description of the 

medical specialty where the patient is located. It corresponds to joining the tables "PA-

TIENTS" ADMISSIONS", "DEPARTMENTS", and "LOCATIONS". It is composed of the 

“patient ID”, “admission ID,” “department type ID”, “department description”, “location”, and 
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“hospital code” variables. The purpose of this table was to help us understand the patient 

hospital journey since admission.  

Next, we created the "Country" table, with “patient's id”, “country id”, and “de-

scription” variables. It is possible to see, in Table 3.2, that more than 98.5% of data correspond 

to unknown values. Considering such high value, corresponding rows were not deleted. The 

purpose of creating this table was to later be linked to a mother table (also referred to as the 

Main table). 

Value Frequency (%) 

Unknown 98.5% 

Portugal 1.4% 

Brazil <0.1% 

United Kingdom <0.1% 

Germany <0.1% 

Cape Verde <0.1% 

Denmark <0.1% 

France <0.1% 

Senegal <0.1% 
Table 3.2 - Distribution of patients by country 

 

The "Gender" table was also built, composed of the “patient's id” and “gender”. In Table 

3.3, we notice that the male gender is more predominant. 

 

Value Frequency (%) 

Male 52.7% 
Female 45.6% 

Unknown 1.7% 

Undetermined <0.1% 
Table 3.3 - Distribution of patients by gender 

 

An "Admission_sympt_date” table was included, to enable the analysis of symptoms that 

the patient had at the time of admission, namely, understanding the date the symptom occurred, 

the patient's precautions, and the environment the patient was in. 

 We also wanted to understand the date of the first admission in any facility, thus leading 

us to the creation of "Admission_any_date" table. Looking at Table 3.4. it is possible to 

conclude that more than half of the admitted patients went to the operating room. 
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Next, we created the "Caut_patients" table which consists of a merge of the “pre-caution 

type ID”, its “description”, the “precaution ID” and its “description”, the “patient's precaution 

ID”, the “start of the precaution”, when the precaution ended, the “patient ID”, “comments”, 

the “patient's birthday”, “blood group”, “ethnicity”, and “gender”. Since this was a complete 

merge without restrictions, some repeated variables had to be deleted. Variables that did not 

add relevant information, such as “birthday”, were also deleted. The “started” and “ended” 

variables were also eliminated because they had too many null values.  

In addition, we built the "Chief_comp" table. This table is composed of the patient ID, the 

admission ID, and the chief complaint. A "Precaution" table was developed, which is composed 

of the “patient ID”, the “precaution”, and the “type of precaution” variables. Most of the data 

values are unknown, as can be seen in Table 3.5. 

 

Value Frequency (%) 

Unknown 95.2% 

Background 3.2% 

Anesthetic complications 1.1% 

Other 0.2% 

Biological/Infectious Risk 0.1% 

Bone or/and joint changes 0.1% 

Spinal or epidural puncture 0.1% 

Venipuncture <0.1% 
Table 3.5 - Distribution of patient’s precautions data 

 

We created also a "Diagnosis" table, composed of variables like “patient ID”, “admission 

ID” when the admission took place, “diagnosis”, “diagnosis code”, and “type of diagnosis”. 

64.9% of the diagnoses are unknown, as can be seen in Table 3.6. 

 

Value Frequency (%) 

Operating room 59.0% 

UCPA 10.6% 

Neutral hospitalization 8.1% 

Cardiothoracic ICU – Intensive Care Unit 5.3% 

Intensive Care Medicine Service 3.9% 
Neuro ICU 3.8% 

Pediatric ICU 2.9% 

UCIR- ICU 2.0% 

NICU 1.4% 
UTIC-ICU 1.4% 

Other values (4) 1.5% 

Table 3.4 - Distribution of patients by service 
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Value Frequency (%) 

Unknown 64.9% 

Acute Appendicitis 0.6% 
Dyslipidemia 0.5% 

HTA 0.4% 

Phimosa 0.4% 

Atherosclerosis 0.4% 
Neoplasia Bladder 0.4% 

Hydronephrosis 0.3% 

Respiratory Insufficiency 0.3% 

Aortic Valve Diseases 0.3% 

Other Values (2429) 31.6% 
Table 3.6 - Distribution of patients by type of diagnosis 

 

Then the "Procedures" table was structured. It includes “patient ID”, “admission ID,” 

“beginning” and “end” of the admission, “episode ID”, when the episode “started” and when it 

“ended” (the end of the episode always corresponds, for this data, to the patient's discharge). 

Next, the "Events" table was designed, which is composed of the “patient ID”, 

“admission ID”, the “event start”, the “event type”, and the “event description”. 

Finally, the last table was created, which is characterized as "Main table", corresponding 

to a mother table. This table includes variables that are the most relevant for cardiovascular 

disease analysis, according to a medical doctor specialist in cardiovascular diseases and one of 

the authors of this paper, namely, “patient's ID”, “ethnicity”, “blood group”, “gender”, “event 

start”, “temperature”, “systolic” and “diastolic” pressure, and real-time data variables such as 

“oxygen saturation”, “oxygen saturation”, “respiratory rate”, “heart rate”, patient's “pulse rate”. 

Since values were missing in some of these variables (“temperature”, “systolic” and “diastolic” 

pressure, “oxygen saturation”), those were eliminated. 

3.4. Modeling 

 

In the fourth phase of the CRISP-DM methodology, named Modeling, we created our predictive 

model.  For the basis of the model, we used data from the "Main_table". As mentioned in 

subsection 3.3. Data preparation, this table contains information about each patient in terms of 

real time registry, respiratory rate, heart rate, pulse rate, ethnicity, blood group, and gender. It 

was necessary to convert the “respiratory rate”, “heart rate”, and “pulse rate” variables to 

numeric values, while the “ethnicity”, “blood group”, and “gender” variables were ignored in 

the model. As mentioned earlier, the goal was to build an algorithm that could predict whether 

the patient would exceed the interquartile range of the heart rate, based on the values of the 
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input characteristics. To this end, we created a Boolean variable, "Binary_ FC", which had a 

value of 1 if it was within the interquartile range and a value of 0 if it was outside of that range.  

We performed an exploratory data analysis to understand what the ideal time interval 

would be and if it made sense to use the complete database, with all the patients, or perform the 

prediction model for a specific patient. The "Main_table" contains (real-time) time-series 

variables, including the “heart rate”, that provide instantaneous clinical data measurement. 

However, such variables contain records with varying sampling rates. For example, there are 

sets of records whose sampling rates are in the minutes range, while others in the second’s 

range. To get around this problem we needed to standardize the sampling rate of the time-series 

variables of interest. Note that we always performed the average of the records in the time 

interval associated to selected sampling rate. Several tests were performed using the Python 

statsmodels library [80], aiming to understand what would be the time interval that could 

provide us with a better correlation between the variables.  

Figure 3.3 and Figure 3.4, depict the autocorrelation at sampling rates of, respectively, 30 

and 15 minutes for the "Binary_ FC" variable of interest, and based on all patient’s data. 

 

Figure 3.3 - Autocorrelation in a 30-minute interval 
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Figure 3.4 - Autocorrelation in a 15-minute interval 

 

 

In Figure 3.5 and Figure 3.6, we visualize the autocorrelation at sampling rates of, 

respectively, 30 and 15 minutes for the "Binary_ FC" variable of interest, for a specific patient 

that was selected as the one with the highest values. 

 

Figure 3.5 - Autocorrelation in a 30-minute interval 
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Figure 3.6 - Autocorrelation in a 15-minute interval 

 

By looking at the previous graphs, it is possible to get an idea of what would be a good 

choice of the data sampling rate for our variable of interest, for modeling purposes. We selected 

a specific patient with data sampled every 15 minutes. The choice was made bearing in mind 

that the patients would have different inter quartile amplitudes, so the model should ideally 

focus on a specific patient. Regarding the time interval, we chose sampling intervals of 15 

minutes, because it was the one that presented the highest correlation. After this exploratory 

analysis, we concluded that our solution, able to properly address our research question, should 

select an algorithm that would predict a categorical Boolean variable (“Binary_ FC “), our target 

variable, informing the analyst if the patient would exceed or not the interquartile range of heart 

rate, 1 hour and 15 minutes in advance. Each X stands for a 15-minute interval, so we equaled 

the X to 5 to set the prediction interval to 1 hour and 15 minutes.    

The "train_test_split" library Python from scikit-learn [81] is used to split the data into 

training and test sets, for machine learning modelling purposes. The library randomly splits the 

data into two subsets based on the "test_size" parameter, which in this case is set to 0.3. This 

means that 30% of the data will be used for testing, and the remaining 70% will be used for 

training. 

 The selection of which algorithm to use to build the model was one of the most important 

decisions in the process. Our choice focused on supervised ML type of models, since we would 

be dealing with predictions based on collected data and insufficient data. ML models such as 



 
 

26 

Naive Bayes (NB) [82], Logistic Regression (LR)[83], K-Nearest Neighbors (KNN) [84], and 

Random Forest (RF) [85] were applied. 

For the applicable performance evaluation, we considered the standard accuracy, recall, F1 

score and precision metrics, typically used for categorical variables prediction. In medical terms 

it is more relevant to detect false negatives with high accuracy, because if we diagnose that a 

patient doesn't have an infectious disease when in fact he or she does, we will have a 

consequence of more infected people. Thus, the most important metric to consider in this 

analysis is recall, which gives us out of the total positive, what percentage are predicted positive, 

since we want to minimize false negatives.  

For the NB algorithm there is only one hyperparameter to tune which is the 

"var_smoothing" that consists of a smoothing for the variance estimation. In Figure 3.7, the 

values of the "var_smoothing" parameter are constant providing a maximum recall of 0.8333. 

 

 

Figure 3.7 - Determining the hyperparameter for the NB algorithm 
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For the LR algorithm, it was necessary to define the maximum number of iterations that 

could transmit the best recall value. In Figure 3.8, you can see that starting at 50 iterations we 

reached the maximum recall. 

 

 

Figure 3.8 - Determining the maximum number of iterations that gives the best recall for the LR algorithm 

 

For the KNN algorithm, we needed to define the optimal K. When fitting a KNN model 

to a data set, the algorithm stores all training data and corresponding target values in memory. 

To make a prediction for a new data point, the algorithm finds the K training data points that 

are closest to the new data point in terms of Euclidean distance, and then makes a prediction 

base on the most common target value among the K closest neighbors. In Figure 3.9 you can 

see that the optimal number of K is equal to 27.  

 

Figure 3.9 - Determining the best k for the KNN algorithm 
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Finally, in the RF algorithm it is important to find the hyperparameters that can maximize 

recall. The hyperparameters to establish for this algorithm are the number of estimators and the 

random state. The number of estimators is the hyperparameter that constructs the number of 

decision trees. A larger number of decision trees can improve the model but increases the 

computational cost and the overfitting echo. In turn, the random state allows us to determine 

the initialization of decision trees and their sampling of features and data points. As can be seen 

in Figure 3.10, to obtain the maximum recall the number of estimators was set to 50 and the 

random state was set to 30. 

 

Figure 3.10 - Determination of the best hyperparameters that can maximize recall for RF 

 

3.5. Evaluation 

 

The last phase of the CRISP-DM methodology is to understand if the modeling results that were 

obtained are considered relevant, considering our research question and the selected solution, 

namely, building a machine learning algorithm able to predict if a patient would exceed the 

interquartile range of their heartbeat. 

To evaluate the model applied to our case of Boolean variable prediction, several evaluation 

metrics need to be considered. In our model, the algorithm takes as input numerical variables 

such as “pulse rate” and “blood oxygen”, as well as Boolean variables such as “gender”, 
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“ethnicity”, and “blood group”. As mentioned, the goal is to minimize false negatives, making 

recall the most important metric to consider. 

Table 3.7 depicts the results achieved with different evaluation metrics, over all the 

mentioned algorithms. The ratio of records, as mentioned above, is 70% to 30% which 

corresponds to 51 and 23 records, respectively. 

 

 

Table 3.7 - Performance of different algorithms with different metrics 

 

When evaluating the task of predicting if a patient will exceed the interquartile range of 

their heartbeat, Logistic Regression was chosen as the best algorithm, by analyzing table 8. 

However, it is important to understand why the other three algorithms were excluded. NB shows 

an accuracy of 60.87%, precision of 58.82%, recall of 83.33%, and F1-score of 68.97%. While 

its recall was higher than LR, its precision was much lower, making it less suitable for this 

medical application. NB also assumes independence between features, which may not hold and 

could lead to inaccurate predictions. 

KNN achieved a recall of 100%, but an accuracy and precision of only 52.17%, and an F1-

score of 68.57%. KNN's perfect recall can be attributed to its ability to identify the nearest 

neighbors to a given observation, but its low precision suggests that it may classify many 

observations incorrectly. KNN also suffers from the curse of dimensionality, where the 

performance deteriorates as the number of features increases. 

RF had an accuracy of 56.52%, precision of 57.14%, recall of 66.66%, and F1-score of 

61.54%. RF is known for its interpretability and ability to handle both continuous and 

categorical (in our case) variables. However, in this case, it performed worse than LR in terms 

of recall, precision, and F1-score. 

In contrast, LR had an accuracy of 73.91%, precision of 68.75%, recall of 91.67%, and F1-

score of 78.57%. Furthermore, it is an interpretable model, which is a desirable feature for 

medical applications where understanding the decision-making process is important. LR can 

 

 

 NB LR KNN RF 

Accuracy 60,87% 73,91% 52,17% 56,52% 

Precision 58,82% 68,75% 52,17% 57,14% 

Recall 83,33% 91,67% 100% 66,66% 

F1 score 68,97% 78,57% 68,57% 61,54% 
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also handle both continuous and categorical variables and is less prone to over-fitting than other 

complex models. 

In conclusion, LR was the best algorithm for predicting if a patient will exceed the 

interquartile range of their heartbeat based on its high recall, interpretability, and ability to 

handle both continuous and categorical variables. NB, KNN, and RF were excluded due to their 

lower performance in terms of recall and/or precision, as well as their limitations in handling 

the dataset's features. 
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4. Design and Development of The System 
 

To address the second part of our how research question, namely, “how can we (…) develop 

an alert system, based on pseudo-anonymized clinical data from patients at Hospital Santa 

Maria, so that medical professionals can act quickly and efficiently?”, we developed a prototype 

alert system to mitigate the workload of healthcare professionals, particulary doctors and 

nursing staff. The system is programmed to alert the doctor, or nurse, in charge of a given 

patient, via email, as soon as his/her heart rate and/or pulse values, measured in real time, 

deviates from what is acceptable. The system is based on the previously developed ML 

algorithm and metaheuristics. The goal was to develop a system that is versatile and dynamic, 

and therefore capable of being used anywhere in the world. Because of its versatility, the system 

also supports data from the ML algorithm making it possible to send alerts based on predictions 

that the algorithm makes. 

For the metaheuristics part of the system the variables heart rate, pulse rate, temperature, 

systolic pressure, and diastolic pressure. The records in the table are from 1226. 

During the design of this system, the Pandas Data Frames [86], NumPy [87] and SMTPLib 

[88] python packages were used. The first two allowed for data processing so that it was 

possible to use only the data necessary for the intended purpose, while the last one allowed the 

goal of automating the sending of notifications to health professionals. 

 

4.1. Process 

  

We used the SMTP (Simple Mail Transfer Protocol) package, due to its ease of implementation 

and versatility, as well as not being demanding in terms of resources. Then the necessary 

configurations were made, including determining from which email address the alert would be 

sent. For system development purposes, an email address was created specifically for that 

purpose (alertshsm@gmail.com), simulating a real-world environment, where a health 

professional would receive an email from the hospital. The address was created in the Gmail 

email platform.  

Then, from the set of patient data, the system filters the information and will select the 

five relevant variables from the table, using Pandas. The selected variables are: "Heart_Rate", 

"RT_O2", “RT_Temp”, “RT_Systolic” and “RT_Diastolic”. Afterwards, each of the variables 

is converted into arrays using NumPy so that we can more easily treat the data and make it 



 
 

32 

uniform for further analysis. The values were also converted to integers, because it was 

considered that this would be the most appropriate format considering the information they 

refer to. 

The next step was to train the algorithm previously created in chapter 3. Whenever an 

abnormal event is predicted to happen the algorithm will issue an alert to the physician that the 

patient may exceed his/her heart rate. Nevertheless, where we don’t have access to annotated 

data the system will average each variable, for the patient in question, to be used as a reference 

value for later comparison with the real-time values. For now, the data from the HSM dataset 

does not contain information on the systolic and diastolic blood pressures and the respective 

temperature of the patients and therefore these variables were not included in the analysis, 

although the system was designed to support them.   

To fix an acceptable interval that the values in each variable could assume, before 

issuing an alarming situation, a medical doctor specialist in cardio-vascular diseases and one of 

the supervisors of this thesis (Prof. Dr. Luís Rosário), decided that it would be optimal to fix 

the interval at 10% variation. In other words, the values were considered abnormal if they were 

between 10% below or above the average. 

Finally, we created five loops to analyze each array and automate the process. These 

were created so that the system checks if the value registered in each of the five variables 

selected is within the acceptable range. However, if at any time the registered value is outside 

that range, the system sends an immediate alert to the email address determined for that purpose. 

To protect against spam and unnecessary warnings, a cooldown timer was set at 10 minutes 

from the time that an email was sent. This allows for a doctor or a nurse to have time to check 

the patient and act without having to receive multiple warnings concerning the same crisis. 

Given that there are five variables to monitor it is imperative that the system can perform 

the checks on each column at the same time. To allow this, we imported and used the Threading 

python [89] module, making the execution of multiple loops simultaneously possible. 

When developing this alert system, importance was also given to the protection of the 

personal data of the parties involved, such as email addresses, names, clinical data and even 

information related to the hospital. To maintain the confidentiality of this data, an increasingly 

important concern nowadays due to the rise of cybercrime, we used the TLS (Transport Layer 

Security) protocol [90], to encrypt the data and communications used. This protocol is the one 

recommended when it comes to data encryption in communications, at the present time. 

Preceded by the now obsolete SSL (Secure Sockets Layer) [91], it uses symmetric and 

asymmetric encryption to prevent information from being compromised by a third party that 
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should not have access to it. However, it is important to note that this protocol protects the 

transmission of data, preventing access to it during the exchange between systems as well as its 

adulteration. It does not protect unauthorized data access when data is already inside the 

computer systems, which means that the data does not remain encrypted outside the 

transmission channel itself. The TLS security protocol uses symmetric cryptography, in which 

the two parties involved in the trans-mission share a common key used for encryption and 

subsequent decryption of the in-formation; and asymmetric cryptography, where there is a 

public key used for encryption, but in decryption, a private key mathematically derived from 

the first (the public key), but specific and unique to each user, is used. The combination of these 

two methods allows this to be a secure tool in data transmission. 

 

4.2. Demonstration of the Process 

 

An important step in the work involves testing and evaluating the entire process that has been 

carried out, to see if the goal has been successfully achieved, that is, to properly answer to our 

research question.  

For data protection purposes, fictitious names were used in the system demonstration. 

Thus, we used the pseudo-anonymized ID "1742575894659769552" whose fictitious name is 

Rita.   

Rita was admitted to the hospital on January 7th, 2019, at 9:29pm, but the first 

monitoring was performed at 11:35 pm of the same day. The patient has 1072 records, where 

the observed interval between measurements was between 3 and 7 minutes. Figure 4.1 shows, 

hour by hour, the evolution of the patient's heartbeat and pulse rate.  Since several values had 

been recorded in one hour, we decided to compute an average of the heart rate and pulse rate 

for that hourly period.  These two variables had 20% null values, but these were replaced by 

the average of the respective variables. Rita's average calculation of the variables was 74.4 bpm 

and 73.7 bpm for heart rate and pulse rate, respectively. 
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Figure 4.1 - Evolution of heart rate and pulse rate (BPM) over time 

 

Figure 4.2 represents the output obtained from the system that provides us with information 

about Rita's variables (as mentioned, systolic and diastolic blood pressures values were NUUL). 

 

 

Figure 4.2 - Average of different patient variables 

  

Based on this calculation, the system will react whenever the value increases or decreases 

by 10%. The reaction will be to send an email to the nurses alerting them to the change in the 

patient's health status. If we have a change in Rita's heart rate, we will receive a message like 

the Figure 4.3. 
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Figure 4.3 - Email alert about a change in the patient's heart rate 

 

If it is the pulse, it will be as shown in Figure 4.4.  

  

 

Figure 4.4 - Email alert about a change in the patient's pulse rate 

 

 

4.3. System Evaluation 

 

The whole project had the support of Prof. Dr. Luís Rosário, who pointed the direction that the 

system should take. In this sense, a presentation of the algorithm and the system was made, on 

23rd  of June of 2023, to health professionals in order to understand if the prototype met the 

needs that were mentioned in Chapter 1. Figure 4.1, shows the evaluation given by the experts. 

They were asked to answer the questions, indicating a number between 1 and 5, where 1 

corresponds to I Do Not Agree and 5 corresponds to I Totally Agree. 
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Criteria Question Objective statement #Eval 1 #Eval 2 

Acceptance 

by Doctors 

On a scale of 1-5, do you 

think it would have good 

acceptance among health 

professionals? 

Possible acceptance 

among health care 

professionals 

5 4 

Ease of Use On a scale of 1-5, how easy do 

you think it would be to use? 

Simple and easy-to-read 

system 

5 4 

Clinical 

Impact  

On a scale of 1-5, how would 

you rate the added value of the 

alerting system for clinical 

decision making? 

Ability to decrease the 

response time in 

patients 

4 5 

Fit with 

organization  

On a scale of 1-5, how do you 

think the alert system would 

fit into the current workflow? 

A tool that would fit 

into the current 

workflow 

4 5 

Harnessing of 

recent 

technologies 

On a scale of 1-5, do you 

think it would be a viable tool 

to help reduce hospital 

overload? 

Feasibility to reduce 

hospital overload 

5 4 

Utility  On a scale of 1-5, how 

confident would you be in the 

alert system's ability to detect 

relevant changes in the 

patient's clinical status? 

Confidence in the 

system as work tool 

5 4 

Table 4.1 - Results of the evaluation of the system by health professionals 

 

Overall the evaluation is positive. According to the feedback that was transmitted during 

the meeting it was mentioned that initially the implementation of a new system could cause a 

certain entropy with the current workflow. However, over time it could be a promising tool. 
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5.  Discussion and Conclusions 
 

This thesis explored solutions to tackle our research question: "How can we use ML algorithms 

to accurately predict the risk of a patient exceeding the normal heart rate and develop an alert 

system, based on pseudo-anonymized clinical data from patients at Hospital Santa Maria, so 

that medical professionals can act quickly and efficiently?". To address this resarfch question, 

our proposed solutions are twofold: 

• A machine learning model to accurately predict a patient's risk of exceeding the normal 

heart rate, trained, and tested on the HSM dataset, that was able to identify 1:15 hours 

in advance, the patients who were at a higher risk of exceeding the normal heart rate. 

The algorithm chosen was Logistics Regression (LR) showing a 91% recall. 

• An alert system that works with our developed ML algorithm or with metaheuristics if 

no annotated data is available. The system has been shown to be able to provide 

immediate remote notification to healthcare professionals if a patient may exceed their 

heart rate 1:15 minutes in advance or in case of abnormalities according to specific 

metrics.  

The potential benefits of this work are significant, as prevention and care for patients' heart 

health is crucial to reducing mortality and improving quality of life. This is because it can help 

detect problems early and allow timely medical interventions, avoiding unnecessary treatments 

and reducing costs to the healthcare system. 

However, we recognize that the study has some limitations, such as the use of small a 

sample of the HSM dataset, with many null values in some variables, as well as and many text-

based variables, not addressed in this study and currently being analyzed in other research 

activities being carried by our group. 

In summary, we believe that this study can make a significant contribution to the field of 

medicine and technology by providing innovative solutions for prevention and care of patients' 

heart health. 
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Metadata 
 

ADMISSIONAMBULATORYSTATUS 

• The table consists of the status id, the admission id, and the ambulance status id. 

ADMISSIONCHIEFCOMPLAINT 

• This table has the admission id of the complaint, the id of the admission. 

ADMISSIONDIAGNOSIS 

• This table has the primary key, (dboid), the date of diagnosis, the severity of the patient as well 

as some additional information, some identifiers of the date of admission of the diagnosis in the 

record, comments on the diagnosis, the person responsible for entering the record, the priority 

of the record, whether the diagnosis is external or not. 

ADMISSIONS 

• This table contains the id of the admission, admid, when admitted to the hospital, preadmission, 

weight, height, age id of the patient, parents of the patient and when left the hospital. 

ALLERGIES 

• This table contains the id, description, and id of the allergy. 

ALLERGYTYPES 

• This table presents the id of the allergy type, description of it. 

ANALYSES 

• This table is composed of the primary key of the analyses, the test name, the index of the 

analysis, where it comes from, the foreign key that identifies the analysis and the id identifying 

the analysis type. 

ATTENDINGTYPES 

• This table has the id of who attended, the description of the same.   

BLOODGROUPS 

• This table has the id of the blood group, the description of it. 

CATEGORIES 

• This table is composed of the primary key of the table, the category description, the system 

code, the index category, and the key to the categorytype table. 
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CHIEFCOMPLAINTS 

• This table is composed of the table id and the patient's chief complaint. 

CNLCODES 

• This table corresponds to codes from table RTDATA. 

COUNTRIES 

• This table consists of the country id, the description. 

DEPARTMENTS 

• It consists of the primary key , department description, the department code, the department 

type which is a foreign key to the departmentsypes table and the description of the department 

foreign key. 

DIAGNOSES 

• This table contains a diagnosis code and its description defined by the hospital. 

DIAGNOSISTYPES 

• This table represents the category of diagnosis defined by the hospital. 

ENCNOTETYPENOTETYPEBLOCK 

• This table corresponds to the annotation type. 

ENCOUNTERNOTETYPE 

• This table contains the id of the note type, the note id of the note on the patient. 

ENCOUNTERS 

• It gives us information about the event id identifier, the start and end, identifier for the picis date 

table, the event type. 

ENVIRONMENTLOCATION 

• It consists of a primary key, the start, the end, foreign key to the Environments table, foreign 

key to the Locations table, the status where -1- status unknown, 1- the admission has already 

been created but not yet started and 2 - the session has already started. 

ENVIRONMENTMEDICALPROCEDURE 

• This table contains the id, foreign key of Environments, foreign key of Medical Procedure, 

performance, rank and staff, identification of the medical procedure, the event identifier that is 

associated and its description. 
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ENVIRONMENTS 

• It has the primary key, the session start, end (start of the next session), picisdata foreign key, 

environment types, asatypes. 

ENVIRONMENTTYPEGROUPS 

• This table contains the primary key the group type name, the group type description, the process 

mode. 

ENVIRONMENTTYPES 

• This table contains the primary key the environment type, the name of the environment type, 

and the foreign key of Envrionment type grops. 

ETHNICITIES 

• It contains the primary key the patient's ethnicity and the patient's description. 

EVENTDATA 

• It is composed of the primary key, the date of the event that the record was added, remarks, 

update of the last record, Picis Data foreign key, event identifier, person responsible for the 

record, location of the environment reported from the event (-1), specification if it comes via 

another system, Sytem avent data foreign key. 

EVENTS 

• It is composed of a primary key, event description, use of event symbols (optional), whether the 

event appears in the SAM model and foreign key of Event type. 

EVENTTYPES 

• It is composed of a primary key, the key description, and points to the event type category. 

FAMILIES 

• It is composed of the primary key, the description of the species, the order they should be 

applied, foreign key of Categories, and foreign key of familybehavior. 

FORMS 

• It is composed of the primary key, the form, and the foreign key of formtypes. 

LABRESULTS 

• This table shows its primary key, the result value, lab number or text, if the lab result was edited 

(if so, it must be in the labresultauduted table), its matching values, labtests foreign key, 

partcomponent foreign key, labdatastatus foreign key, identification of the unit of measure of 

the result, the person responsible, remarks. 
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LABSOURCES 

• Contains no information. 

LABTESTS 

• This table contains the respective primary key, the date the test was started, the date the test was 

completed, free text for comments, foreign key for the labsources table, foreign key for analyses, 

identifier of the person responsible for inserting the record and foreign key d picisdata. 

LOCATIONS 

• It is composed of a primary key, the bed identifier, the internal identifier, the name of the 

computer that is associated, a short version of the name, the location type (B - patient bed (from 

'b'ed. Not connected to any computer); C - multi-bed workstation (from Computer. Not 

connected to any bed); D - bedside workstation (from 'd'ual.), hospital identifier, machine type. 

MEDICALPROCEDURE 

• This table is composed of the primary key, the description of the medical procedure, the 

procedure code, foreign key of the medicalproceduretypes table, the application version of the 

foreign key and indication of the medical procedure. 

MEDICALPROCEDURETYPES 

• It is composed of the primary key, the type of medical procedure. 

MEDICATIONS 

• It is composed of the primary key, the description of the medication, comments about the 

medication and the id of the generic. 

NOTETYPEBLOCKS 

• This table is composed of a primary key, the name, the short name of the note type and the 

foreign key for the note types of table. 

NOTETYPES 

• It is composed of the id of the type of note, its description, its index. 

ORDERS 

• It contains the primary key, name of the order, when it was created, free text to explain the 

conditions and the order of administration, what time it started, what time it finished, the 

indicator and the maximum dose. 

ORDERTASKSTATUS 

• It contains the id, the description of it. 
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PARTCOMPONENT 

• This table is composed of the primary key, the Parts foreign key and the Components foreign 

key. 

PARTS 

• It is composed of the table id, its description, and the analysis id. 

PATIENTALLERGY 

• This table is composed of table id, when the patient entered, and left the hospital allergy index, 

comments, patient id, allergy id and note associated with the patient. 

PATIENTPRECAUTION 

• This table is composed of table id, when the patient entered and left the hospital, patient id, 

patient precautions id, and comments. 

PATIENTS 

• The patient table has the corresponding id for each patient, birthday date, blood group sex and 

ethnicity. 

PSICADATA 

• Contains the patient id, admission id. 

PRECAUTIONS 

• It has the precaution id and its description, the precaution type id. 

PRECAUTIONTYPES 

• It consists of the precaution type, the description. 

ROUTES 

• This table is made up of the table id, its description, and the id of the type of route the patient 

received treatment. 

RTDATA 

• Table composed by id of RTDATA, when the patient was admitted to the hospital, the last 

update, and other variables that are codes. 

SCHEDULES 

• It corresponds to the id of the table its description the frequency and duration of order schedules 

that can be selected when creating standard orders or when prescribing custom orders. 
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SCOREGROUPS 

• It consists of id, description, index (ranging from 0 to 22) and the treatment id. 

SCOREITEMS 

• This table consists of the table id, its description, index and the patient's respective pain scale. 

SELEC 

• It shows the status id, the description. 

STAFF 

• This table contains the table id, the first and last name, the password of the same. 

STAFFATTENDINGTYPE 

• This table is composed of the table id, the foreign key of the staff table and the foreign key of 

the ATTTYP table. 

STAFFTYPES 

• This table is composed of the primary key of the table, its description, and the type of staff. 

TABLES 

• Unformed table, impossible to analyse. 

TASK 

• Information from the beginning of the task creation. 

TREATMENTS 

• It consists of the treatment id, the generic name, the business name, the family id (foreign key 

of the family table), the group id and group validation id. 

UNITS 

• This table consists of its id, symbol description, conversion factor, unit type, numerator id, and 

weight id. 

SYSDIAGRAMS 

• Table cannot be parsed. 
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