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Abstract  

Computers and devices, today omnipresent in daily life, foster the generation of vast amounts of 

data. Turning data into information and knowledge is the core of data mining and predictive 

analytics. Data mining uses machine learning, statistics, data visualization, databases, and other 

computer science methods to find patterns in data and extract knowledge from information. While 

data mining is usually associated with causal-explanatory statistical modeling, predictive analytics is 

associated with empirical prediction modeling, including the assessment of the prediction's quality. 

This chapter will present the basic concepts, fundamentals, and definitions of data mining and 

predictive analytics, including the type of problems for which it can be applied to and the most 

common methods and techniques employed. Some areas of e-Tourism that could benefit from the 

application of these methods and techniques will also be discussed. The main goal is that of providing 

the readers, even those unfamiliar with this topic, a general overview of the key concepts and 

potential applications of data mining and predictive analytics and entice the readers to apply these 

concepts in e-Tourism research projects. As such, an explanation of the life cycle of Data Mining and 

Predictive Analytics projects is offered, describing the tasks that compose the most widely employed 

process model, both for industry and academia: CRoss-Industry Standard Process for Data Mining, 

CRISP-DM. 
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1. Introduction  

Computers and devices that today are omnipresent in daily life foster the generation of vast amounts 
of data. With the increase in the quantity of data, the capability to conveniently or automatically 
collect and process it to find patterns and extract knowledge also increases  (Witten et al. 2011; Han 
et al. 2012). The process of identifying original, useful, and understandable patterns from data is 
known as Knowledge Discovery in Databases (KDD). Data Mining resides at the core of the KDD 
process and involves the use of different algorithms to build models of patterns in data (such as 
trends, associations, or affinities), or predictive models (Maimon and Rokach 2010; Delen and 
Demirkan 2013; Zaki and Meira 2014; Malik et al. 2018). Above all, patterns have to be “interesting”. 
To be considered interesting, patterns should be “(1) easily understood by humans, (2) valid on new 
or test data with some degree of certainty, (3) potentially useful, and (4) novel. A pattern is also 
interesting if it validates a hypothesis that the user sought to confirm. An “interesting pattern 
represents knowledge”(Han et al. 2012, p. 21). Although not consensual, it is not surprising that 
several researchers acknowledge that the use of Data Mining and Big Data is inducing a paradigm 
shift from scientific research to data-driven research (Strasser 2012; Kitchin 2014; Mazzocchi 2015). A 
shift that runs counter the deductive approach in current science: (1) Big Data can capture the whole 
domain; (2) there is no need for a priori theory or hypothesis; (3) data analytics methods can give a 



non-biased view of patterns in data; (4) results can be interpreted by someone who understands 
statistics or data visualizations (even with limited domain knowledge) (Kitchin 2014). 
Data mining tasks are described in two categories: descriptive and predictive. While descriptive tasks 
characterize data properties, predictive tasks perform induction in order to make estimations and 
predictions (Han et al. 2012). From a taxonomical point of view, Analytics is divided into three main 
categories (Delen and Demirkan 2013): 

• Descriptive Analytics: uses data and standard reporting/aggregations to answers the 

questions “What happened?” or “What is happening?”; 

• Predictive Analytics: uses data and algorithms to build mathematical models to discover 

explanatory and predictive patterns that can answer the questions "What will happen?" or 

"Why will it happen?”; 

• Prescriptive Analytics: uses data and algorithms to build mathematical models to determine 

high-value "courses-of-actions" or "what-if scenarios". The objective is to answer the 

questions "What should I do?" or "Why should I do it?".   

Together with Text Mining, Web and media mining, or statistical time series forecasting, Data Mining 

is considered one of the main enablers of Predictive Analytics (Delen and Demirkan 2013). Probably 

because of this, Data Mining and Predictive Analytics are either used interchangeably (e.g., Malik et 

al. (2018)) or used to identify the type of task to be undertaken. While Data Mining is employed for 

causal-explanatory statistical modeling (descriptive tasks), Predictive Analytics is used to describe 

predictions and estimations of future outcomes (predictive tasks) (e.g., Larose and Larose (2015)).  

Data Mining can be applied to almost any kind of data as long as the data are meaningful for the 

required application, which describes mostly all types of data: database data, data warehouse data, 

transactional data, hypertext and multimedia data (text, image, video, or audio), graph and network 

data (e.g., social and information networks), among others  (Han et al. 2012). However, when 

modeling is intended, most data mining techniques requires the data to be transformed into a two-

dimensional dataset, where rows represent the unit of analysis (e.g., traveler, customer, online 

review), and a column represents the measure of an attribute (e.g., year of birth, nationality, review 

rating) (Zaki and Meira 2014; Hastie et al. 2017). Take as an example, a Data Mining project to 

analyze online reviews' ratings where the dataset should be structured like the one shown in  Table 

1. Depending on the field of study, the attributes (columns) in the dataset can assume different 

names. The column with the dependent variable, the variable that is the focus of the problem, is also 

known as a response variable, target or label (“Rating” in Table 1 example). The remaining columns 

are usually known as independent variables, explanatory variables, predictors, or features. Variables 

can be classified into two main types (Zaki and Meira 2014): (1) Numeric – real or an integer-valued 

and assuming a finite or infinite set of values, respectively classified as discrete or continuous; (2) 

Categorical – a set-valued domain (e.g., gender or education levels). Categorical attributes can also 

be classified as nominal (when no order is assumed – for example, gender) or ordinal (when the 

values are ordered in the form of a ranking – for example, education levels). The process to carry on 

a Data Mining and Predictive Analytics project, including the preparation of the modeling dataset and 

its attributes, is presented in section 2.3. 

Rating User ID User Location User Age Attraction Comment 

5 John Doe 1 London, UK 30-40 London Eye Excellent, bla, … 

4 Mary Doe 1 NY, USA 50-60 Tower of London Very good, bla, … 

5 John Doe 2 Manchester, UK 30-40 Windsor Castle Excellent, bla, … 

3 Mary Doe 2 Chicago, USA 20-30 Tower of London Not so good, bla, … 

… … … … … … 
Table 1. Example of a dataset structure (online reviews ratings) 



As illustrated in Figure 1, Data Mining incorporates techniques from different domains, including 

(Han et al. 2012; Zaki and Meira 2014): 

• Statistics: exploratory study, analysis, interpretation or explanation of data. 

• Data visualization: a visual representation of data. 

• Information retrieval: search of documents or information in documents. 

• Data warehouse and database systems: creation, maintenance, and use of databases, 

including the integration of data from multiple sources to build systematic data analysis 

capabilities (data warehouses). 

• Machine learning: investigates how computers can learn from data. 

 

Figure 1. Techniques adapted from the different domains by Data Mining (adapted from Han et al. (2012)). 

Machine Learning plays an essential role in Data Mining (Witten et al. 2011; Han et al. 2012). Figure 2 

illustrates some of the types of Machine Learning problems that are highly related to Data Mining 

(Han et al. 2012; Hastie et al. 2017): 

 

Figure 2. Machine Learning's types of problems 

• Supervised learning: uses labeled input attributes to predict an outcome/target. Supervised 

learning problems are commonly divided into: 

o Classification problems: when the target is discrete. The goal is to identify to which 

of the possible classes the dataset observation belongs to (e.g., classify travelers by 
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predefined segments based on the time to service they book their trips and the 

length of the stay like in the visual illustration shown in Figure 3). 

o Regression problems: when the target is a continuous measurement (e.g., predict 

the average occupation rate of a hotel or the average amount spent per tourist in a 

destination). 

• Unsupervised learning: when the input attributes are not labeled, and there is no target. The 

goal of unsupervised learning is to explain the associations and patterns between input 

attributes, and it is divided into: 

o Clustering: identifies clusters of input attributes (e.g., identifies customer segments); 

o Dimension reduction: “simplify” data by aggregating variables with similar 

contribution to the dataset variance. 

• Semi-supervised learning: makes use of non-labeled input attributes to gain more 

understanding of the population. 

• Reinforcement learning: when the input attributes are not labeled or labels are not defined, 

and the model learns (improves performance) based on a rewarding process. 

 

Figure 3. Classification model visualization example (identify customers' segment based on two attributes) 

Although Information Communication Technologies (ICT’s) have been transforming tourism globally 

since the 1980s (Buhalis and Law 2008) until 2007 literature related to the application of Data Mining 

and Machine Learning in tourism and travel research was still scarce (Delen and Sirakaya 2006; Law 

et al. 2007). However, this scarcity began to reverse from thereon and research on multiple topics 

has been published since then, like for trend analysis/forecasting (Wu et al. 2010; Claveria et al. 

2015; Moro and Rita 2016; Höpken et al. 2020), travel planning/recommendation (Hsu et al. 2010; 

Zhao and Ji 2013), understanding travelers’ preferences/personalization (Li et al. 2015; Chang et al. 

2016; Shapoval et al. 2017; Antonio et al. 2018), understanding travel patterns (Chen et al. 2018; Hu 

et al. 2019), analysis of customers’ profitability (Pei 2013), analysis of destination competitiveness 

(Srivihok and Intrapairot 2016), impact on Customer Relationship Management (Xie and Tang 2009), 

predicting and understanding hotel cancellation drivers (Falk and Vieru 2018; Antonio et al. 2019), 

among others. 

Bach et al. (2013) performed a keyword analysis of the literature published between 1995 and 2013 

and identified 88 peer-reviewed articles for the application of Data Mining in tourism. In these, the 

authors identified six core areas of application: forecasting, personalization, tourism management, 

tourism systems (e.g., recommender systems), multi-agent systems (e.g., swarm optimization), and 

Machine Learning based applications.  

More recently, Mariani et al. (2018), in a literature review about research published between 2000 

and 2016 on Business Intelligence and Big Data in hospitality and tourism, based on a search using, 

among others, the keywords “Business Intelligence”, “Data Mining”, and “Data Warehouse”, found 

that there was a wide distribution of publications along those years, presenting a linear and relevant 

growth over time. The authors concluded on the existence of an upsurge in the number of research 

publications in hospitality and tourism literature that apply analytical techniques to large quantities 
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of data. However, they also concluded that research is somewhat fragmented in scope, limited in 

methodologies, and inclusively, shows some gaps. 

In fact, despite the growing interest in the application of Data Mining in tourism research, reflected 

by the increasing number of publications and topics covered, there is still much to explore. The 

potential of data-driven research is enormous.  

2. Patterns, applications, and processes 

In this section, we will present the kind of patterns that Data Mining and Predictive Analytics can 

expose to help explain and predict the tourism phenomena. We will also describe possible 

applications and the process to conduct Data Mining and Predictive Analytics based projects. 

2.1. Pattern types 

As illustrated in Figure 4, five primary types of patterns can be mined (Han et al. 2012; Zaki and Meira 
2014), that is next described as: 

 
Figure 4. Data Mining types of patterns 

• Class/concept description: description of a class or concept that can be derived from the 
summarization of the class under study (often called target or outcome), which is data 
characterization, or the comparison of the target class with other classes, which is data 
discrimination, or both. While the outputs of data characterization are charts (e.g., pie, bar, 
or columns), single or multidimensional tables, or in rules form, data discrimination outputs 
are mostly done in the form of rules. An example of these type of patterns could be the study 
in a hotel company of segment distribution by nationality and distribution channel. 

• Frequent patterns, associations, and correlations: frequent patterns are patterns that 
frequently occur in data, such as frequent itemsets, frequent subsequences (known as 
sequential patterns), and frequent substructures. Frequent itemsets usually refer to a set of 
items that often appear together in a transactional dataset. Frequent subsequences can refer 

 
 
 

 

 
 

 

 

Data Mining Patterns

Class/Concept 
Description 

Data 
Charactherization

Data Descrimination

Frequent Patterns, 
Associations, and 

Correlations

Frequent Patterns

Association Analysis

Predictive Analysis

Classification

Regression

Outlier Analysis

Cluster Analysis



to the sequential order, obtained for purchase history, that a traveler tends to buy the 
traveling services (e.g., first airline ticket, followed by a hotel, then transfer). A frequent 
substructure can refer to the combination of frequent itemsets and frequent subsequences 
with other structures (e.g., graphs or trees). These patterns are usually designated as 
“Association rules” in Machine Learning. 

• Predictive analysis: the process of finding a model (function) that predicts categorical labels 
(classification) or that predicts continuous-valued labels (regression). In classification or 
regression problems, the modeling dataset must be fully labeled, i.e., one of the attributes 
(columns) of the dataset must be the label. For example, to forecast hotel room occupation 
demand the dataset should be comprised of attributes of monthly demand per country, 
distribution channel, market segment, room types, among others, and also an attribute as 
the label, in the case, the number of rooms occupied. 

• Outlier analysis: the identification of observations in a dataset that do not comply with the 
general pattern or model of the data (also known as anomaly mining or anomaly detection). 
Outlier analysis is used, for example, in fraud detection or for the identification of customers 
with high Customer Lifetime Value (CLV). 

• Cluster analysis: contrarily to supervised learning, with labeled-data, unsupervised learning is 
employed to analyze non-labeled data. One example of unsupervised learning methods is 
cluster analysis. As illustrated in Figure 5, cluster analysis could be used to identify groups in 
data (e.g., customers segments).  

 

 

Figure 5. Clustering visualization example (analyzing travelers per amount spent and time to service booking) 

2.2. How to choose the technique/tool that best suits the problem type 

For most Data Mining problems, multiple tools/techniques/algorithms can be applied. Each one has 

its particular conditions for application, as well as consequences and trade-offs (Maimon and Rokach 

2010; Han et al. 2012). In this sub-section, we will introduce some of the techniques/algorithms 

employed in the different type of problems, but we will not delve into the detail of each one, as that 

would be out of the scope of this chapter. Details of techniques/algorithms can be found in Data 

Mining reference literature, such as Hastie et al. (2001),  Maimon and Rokach (2010), Han et al. 

(2012), or Zaki and Meira (2014). To better illustrate which tools/techniques/algorithms to select 

according to the problem, we present the next flowchart diagram (Figure 6). While not exhaustive, 

this visual aid attempts to describe the most popular tools and techniques. The process for selecting 

the best one for a particular Data Mining project will be discussed in section 2.3. 
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2.2.1. Class/concept description 
The type of problems for class or concept description are frequently descriptive problems, that is, 

problems that rely on statistics summarization, statistical tests, and aggregations, whose output is 

presented in the form of visualizations, tables, crosstabs, or rules. 

When made from a single dataset, summarizations statistics and aggregations can be implemented 

(as most of the techniques described in this section) in free, non-commercial, programming 

languages such as Python, R, or tools such as SAS Miner or Weka. However, if data is 

multidimensional, it should be stored into a relational or a dimensional database. However, this is 

not necessarily implemented in a Database Management System (DMBS), as many of the actual 

analytical tools, including spreadsheets, support the creation of dimensional databases models. 

Relational databases also referred to as Online Transaction Processing (OLTP) systems, are user-

oriented databases, employed for transaction and query processing. Dimensional databases, also 

referred to as Online Analytical Processing (OLAP) systems, are decision-making oriented and used 

for data analysis. OLAP systems allow data to be modeled and viewed in multiple dimensions – 

usually designated as a “cube” (Han et al. 2012). In case the goal involves analysis of a 

multidimensional problem (such as the study of the impact of different dimensions and factors, like 

the weather forecast, currency exchange, or local events on travelers' demand) then a 

multidimensional database should be used. OLAP databases allow the creation of measures based on 

aggregation functions, such as the count of frequencies, minimum values, maximum values, mean, 

median, rank order, among many others. The measures can be consulted through simple reporting or 

explored through the four main types of OLAP operations (see examples in Figure 7): 

• Roll-up: performs aggregation on a data cube, either climbing up a concept hierarchy in a 

dimension or by dimension reduction. 

• Drill-down: drill-down is the reverse of roll-up. It allows navigation from an aggregated level 

of data to a more detailed level.  

• Slice and dice: while “slice” create a sub-cube by performing a selection in one of the 

dimensions, “dice” creates a sub-cube by performing a selection in two or more dimensions. 

For example: (month=”January”) AND (region=”NY”); 

• Pivot (rotate): visualization operation which rotates the data axes in view to offer an 

alternative view on data (from another point of view). For example, instead of looking on the 

average length of stay travelers, per region and year (lines), per month (column), change the 

year to columns and the month to the lines of the report.  



 

Figure 7. Examples of main OLAP operations (adapted from Han et al. (2012)) 

2.2.2. Frequent patterns, associations, and correlations 
Frequent pattern mining investigates recurring relationships in a data set, like the co-occurrence of 

two or more objects of interest (Han et al. 2012; Larose and Larose 2015). The more commonly 

known application of frequent pattern mining is the “Market basket analysis”, that is, to identify sets 

of items that are purchased together (for example, in supermarket transactions). However, "Market 

basket analysis" can be used not only to identify customers purchase habits but also in e-Tourism 

applications. Examples of e-Tourism applications could be the identification of which traveling 

services were purchased together in an online traveling website, understanding web pages visiting 

patterns of an official destination website or understanding visitors' patterns in a trip by analyzing 

the online reviews posted by the travelers. The most common techniques to identify co-occurrence 

patterns are the Apriori algorithm, the Eclat algorithm, and the FP-Growth algorithm. Although the 

first is the most employed and the most known, the other algorithms were designed to overcome 

some of the limitations of the Apriori algorithm, such as the high computational requirements for 

processing large datasets (Han et al. 2012; Larose and Larose 2015). One example of the "Market 

basket analysis" in e-Tourism research is the work of Liao et al. (2010), where the authors combined 

the application of the Apriori algorithm with clustering to propose suggestions and solutions for 

tourism product development. 
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Also interesting in e-Tourism research is sequence patterns mining. Sequence mining allows the 

discovery of patterns across time or positions in a dataset (Larose and Larose 2015). Sequence 

patterns could be used to identify, across time, what travelers say in online reviews about a 

destination or a hotel brand, or travelers purchase patterns in hotels across time, or travelers’ 

destination type selection through time, or, as in Bermingham and Lee (2014) and Cai et al. (2014), 

explore travelers' trajectories. There are several techniques to identify sequence patterns, like the 

GSP, Spade, or PrefixScan algorithms.  

Graph mining is one other interesting pattern mining tool. With the ubiquitous presence of social 

networks, graph data has grown in importance. Graph mining aims to find interesting subgraphs in 

data. For those not familiar with the term, a graph is a structure that represents a set of objects that 

may be interconnected. Objects are usually named vertices or nodes, and the links between them are 

called edges or links. One example of a graph is the representation of "friendship" in a social 

network, with users being the vertices and the "friendship" between users being the edges (Figure 8). 

Graphs analysis can be used to study and measure service quality based on online reviews (Li et al. 

2010), to understand travelers' movements patterns in a destination (Hu et al. 2019), or to identify 

social media influential users and predict their network impact (Francalanci and Hussain 2016). The 

more common graph pattern mining is the mining of frequent subgraphs from a database of graphs, 

which is usually done with the GSpan algorithm (Han et al. 2012; Zaki and Meira 2014). Other 

patterns such as closed graphs, coherent graphs, or dense graphs can also be mined. 

 

Figure 8. Example of a graph network representation 

2.2.3. Predictive analysis 
As mentioned in section 2.1, the objective of predictive analysis is to build a mathematical function 

(model) that, based on past events, can estimate future events. Conversely, sometimes, more than 

estimate or forecast future events researchers and modelers seek to uncover the causes for the 

events to happen. Uncovering the causes should be achieved not only by statistic modeling but also 

implies predictive modeling (Shmueli 2010). However, high-performance machine learning 

algorithms usually generate black-box models, that is, highly complex mathematical functions, 

making interpretation and understanding of the causal mechanisms behind the prediction virtually 

impossible. An example of these algorithms is artificial neural networks (ANN).  ANNs are increasingly 

being employed in e-Tourism research (Moro and Rita 2016). ANNs are inspired by the biological 

neural networks of the human brain. ANNs are a collection of nodes (neurons), connected by edges 

(Figure 9). ANN’s consist in an input layer (𝑎1 in Figure 9) with an entry for each input variable, an 

output layer (𝑎4in Figure 9) and can have one or more hidden layers (𝑎2and 𝑎3 in Figure 9). The 

output is calculated by a non-linear function that sums the nodes' inputs multiplied by the edges' 

weights (𝑤𝑛in Figure 9 example). 

 



 

Figure 9. Example of a neural network (one input layer, two hidden layers, and one output layer) 

Other algorithms, such as decision-tree based algorithms, are quite straightforward to interpret by 

humans, as shown by the example in Figure 10 that presents a model built for the well-know “play 

golf” dataset, where the label is a YES or NO answer to the “Play golf” questions. The predictors are 

weather-related variables: "Outlook", "Humidity", and "Windy". It is relatively easy to understand the 

model built from the 14 observations of the dataset. Besides allowing a certain degree of 

interpretation, decision-tree based algorithms also have the advantage of automatically handling 

missing data, incorporate the treatment of outliers, inherently detect variable interactions, and not 

being affected by variable skewness. 

Additionally, decision-tree based algorithms have the advantage of being nonparametric in the sense 

that no statistical distribution assumptions are made about the explanatory variables and the label. 

Nevertheless, these algorithms also present some disadvantages, namely a tendency to overfit, i.e., 

perform well on training data but do not generalize well for unknown data. An optimized version 

consists in employing ensembles to overcome the overfitting issue. Ensemble methods combine the 

results of multiple trees into one model. The most known ones, Random Forest or Gradient Boosting 

Tree usually show excellent performance while maintaining a certain level of interpretability. 

 

Figure 10. Decision-tree example (Play golf dataset: 22 weather condition observations) 

On the one hand, has illustrated in Figure 6, not all algorithms facilitate model interpretability. Some 

of the algorithms generate models with a certain degree of interpretation, for both regression and 

classification problems. This interpretability is clear with Decision Tree, Random Forest, Gradient 

Boosting Tree, or Linear Regression for regression problems. A certain level of interpretation is also 

achievable for classification problems when using Decision Tree, Random Forest, Gradient Boosting 

Tree, or Logistic Regression. 
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On the other hand, high-performance algorithms, such as Neural Network or Support Vector 

Machine based algorithms, generate less interpretable models. It is up to the modeler to select the 

“right” algorithm, depending on the type of estimation problem and whether an understanding of 

what are the causal mechanisms behind the estimation is needed. For example, Falk and Vieru (2018) 

and Antonio et al. (2019), when predicting hotel bookings’ cancellations outcome (cancel or not 

cancel, thus, a classification problem), opted for more interpretable algorithms which enable, not 

only to predict the cancellation outcome, but also to understand cancellation drivers. Another 

example of a regression problem where interpretability was not sought for is the research of Claveria 

et al. (2015) that employed different types of ANNs to forecast tourist demand. 

2.2.4. Cluster analysis 
Clustering (Figure 5) is a method for the partition of multiple entities into groups so that, within the 

same group, entities share a certain degree of similarity, but are ideally very dissimilar to the entities 

in the other groups (Han et al. 2012). There are several types of clustering methods: (1) Partitioning, 

that create completely separated partitions (groups); (2) Hierarchical, that build a hierarchical 

decomposition of the dataset, identifying subgroups inside groups; (3) Density-based , which differs 

from other techniques by enabling the definition of non-spherical-shaped clusters (hierarchical 

clusters); (4) Grid-based where the entities are quantized into a finite number of cells (grid). 

The most employed clustering algorithm is K-Means, a partitioning method. After the modeler’s 

definition of the number k of clusters for the partition of the dataset, clusters’ centroids are 

redefined at every iteration, based on the average distance of the data points to the cluster centroid. 

A typical application of this algorithm in e-Tourism has to do with travelers' segmentation (Pesonen 

et al. 2011, Chen et al. 2014). One other popular clustering algorithm is DBSCAN. Instead of using the 

distance between data points, DBSCAN uses the local density of points to define the groups. Though 

slower than K-Means and requiring more parameters to be configured, DBSCAN has the advantage of 

not requiring a pre-definition of the number of groups (k). 

 

2.2.5. Outlier analysis 
An outlier (or anomaly) is a data point that deviates significantly from the dataset’s remaining points 

(for an illustration see Figure 11). Thus, the objective of an outlier analysis is the discovery of unusual 

data points in the dataset. These data can occur due to human errors (data entry errors), 

experimental errors (errors related to data extraction or preparation), processing errors (data 

manipulation errors), sampling errors (incorrect sampling or data sources selection), or novelty errors 

(indicating, for example, new trends). 

 

Figure 11. Example of outliers in a dataset (points inside the circle) 

As in other types of Data Mining patterns, there are several techniques/algorithms for performing 

outlier analysis. If the dataset is labeled, the most common detection algorithm is a Machine 

Learning based algorithm, the One-Class Support Vector Machine, viewing the problem as a 

classification problem. If the dataset is not labeled, then a clustering algorithm such as K-Means or 
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DBSCAN is usually employed to identify data points that are further away from the cluster centroids. 

Another method used for unlabeled data is a version of PCA known as Robust Principal Component 

Analysis. 

Besides being used in almost every exploratory analysis to understand the data better, outlier 

analysis can also be the central methodological approach for a research project. In tourism research, 

outlier analysis can be used, for example, to identify the variety of existing accommodations in a 

given region (Sánchez-Martín et al. 2019) or to discover new tourist points of attraction from social 

media data (Halim et al. 2018). 

2.2.6. Data preprocessing 
Before applying any of the previous mentioned techniques, as described in the following section, 

data must be processed and transformed. From the many existing transformations’ techniques, two 

are worth to mention: Dimension reduction and Topic Modeling. 

Dimension reduction is the process of scaling down the number of predictor variables, generating a 

reduced representation of the dataset, yet preserving the essential properties of the full dataset (Han 

et al. 2012; Zaki and Meira 2014). High-dimensional datasets can be complex to analyze, require 

processing time and, for predictive modeling, can lead to overfitting models. There are several 

dimensionality reduction algorithms, but Principal Component Analysis (PCA) is the most well-known 

and one of the most used. The goal of PCA is to project the original dataset onto a low dimensional 

space preserving as much variance as possible. At the same time, PCA also helps to understand the 

correlation between a set of predictor variables. This understanding was used by Brida et al. (2011) 

and Muresan et al. (2016) to understand residents’ perceptions of tourism.  

Topic modeling is a Text Mining technique to discover topics that are addressed within a collection of 

texts. However, Topic Modeling, like clustering, is sometimes used as a data reduction technique. By 

assigning each document a topic, the variables used in the identification of the topics can be replaced 

by one variable only, the identified topic.Two usual algorithms that are used for topic modeling are 

Singular Value Decomposition and Latent Dirichlet Allocation. A well-known application of these 

techniques/algorithms is the use of Latent Dirichlet Allocation to extract the dimensions of traveler's 

satisfaction and dissatisfaction from online reviews (Rossetti et al. 2016; Guo et al. 2017). 

2.3. How to conduct a Data Mining project 

Cross-Industry Standard Process Mining for Data Mining (CRISP-DM) (Chapman et al. 2000) is today 

the de facto standard process model employed for Data Mining projects, both in industry and 

academy. The reason for CRISP-DM’s popularity seems to be related to its foundation in technical 

principles originated from practical and real-world experience on how modelers conduct data mining 

projects. 

CRISP-DM provides a life cycle of a Data Mining project (Figure 12) that is composed of six phases, 

with multiple tasks in each phase. Phase sequencing is not rigid, and it is usual to move back and 

forth between several steps. The outcome of one phase or task defines the task or phase that is 

performed next. The arrows connecting each phase in Figure 12 illustrate the principal and most 

frequent interactions. Multiple iterations between different phases are usually necessary until a 

model can be deployed. The outer arrows in Figure 12 represent the cyclical nature of Data Mining 

projects. Projects do not end when models are deployed. Lessons acquired from the modeling 

process and, in particular, changes in the phenomena under study brought by the model 

deployment, are reincorporated for the model's continuous improvement. 



 

Figure 12. Phases and generic tasks of the CRISP-DM reference model 

Without entering into a high level of detail, this section describes the generic tasks of each phase, 

including their outputs and main challenges: 

1. Business understanding: the initial phase where project objectives and requirements are 

studied from the problem and domain perspective and converted into an analytics project, 

resulting in the definition of a plan to achieve the objectives. As Han et al. (2012) recognize 

"It's tempting to jump straight into mining" but, for a Data Mining project to be successful, 

special attention should be paid to the problem’s goal and domain.  

a. Determine business objectives: understand the problem correctly, balancing 

objectives with constraints, accurately identify the questions to be answered, in 

order to avoid wasting a great deal of effort producing the right answers to the 

wrong questions. 

b. Assess situation: detailed identification of all available resources, constraints, 

assumptions, and other factors, including data, stakeholders, experts, computational 

resources, among others that could influence project design and goal achievement.  

c. Determine data mining goals: define the project goals and the criteria for a 

successful outcome in technical terms (e.g., a certain level of predictive accuracy);  

d. Project planning: describe in detail the plan to answer the objective questions and 

the project goal. 



2. Data understanding: starts with the initial data collection and continues with the activities 

required to allow modelers to become acquainted with data, including identifying any 

patterns, tendencies, or anomalies. 

a. Data initial collection: attain the data identified in the project resources. Data 

collection could be done through SQL database queries, accessing files in data 

warehouses, downloading data from the internet through the use of websites' 

Application Programming Interfaces (API), websites' scraping, or any other required 

methods. For this task output, besides the obtained data, also the methods and the 

detailed description of how the data was obtained is important for the future.   

b. Data Description: analyze the general data details and generate a report with the 

basic properties of data (e.g., number of columns or number of observations) to 

evaluate if the data so far satisfy project requirements. 

c. Data exploration: statistics, reporting, and data visualization to study data in order to 

perform exploratory analysis, including distribution of key variables, correlations, 

results of simple aggregations, categorical variables classes frequencies, properties of 

significant sub-populations, among other statistical analyses.   

d. Data quality check: identify any quality issues in data (does data covers all cases?), 

discover errors and typos (e.g., different names are used to identify the same classes 

in categorical variables), missing values, among other issues. If issues arise, 

enumerate them and define possible solutions (knowledge in the domain of the 

problem is usually a key factor to overcome data quality problems).  

3. Data preparation: all activities related to the creation of the final dataset (modeling dataset). 

a. Data selection: select the data (columns and rows) to be included in the modeling 

dataset based on criteria taking in consideration the goal of the project, data quality, 

and the resources available, including, among others, the computational power 

required.  

b. Data cleaning: improve data quality by, for instance, cleaning sub-sets of data, 

inserting of default values, or estimating missing values. 

c. Data construction: construct new observations from aggregations of observations or 

variables derived from other variables (known as “engineered features” in Machine 

Learning – e.g., a ratio built from two other variables). Engineered features are 

considered a critical success factor in predictive modeling due to information gain 

obtained from the association of multiple input variables. Sound feature engineering 

requires, not only technical knowledge, but also creativity, intuition, and domain 

knowledge (Antonio et al. 2019); 

d. Data integration: merge data from different sources or constructed data from the 

previous task, if any. 

e. Data Formatting: format data according to algorithm requirements (for example, the 

label must be the first column in the dataset, binary categorical variables classes are 

expressed as 0 and 1 or change the distribution of highly skewed variable with a 

mathematical function such as the log 10).  

4. Modeling: comprises all final activities related to the preparation of the dataset for modeling 

and the application of the chosen algorithm, including parameters’ calibration. 

a. Modeling techniques: select the technique/algorithm to use according to the 

problem (e.g., neural network or decision tree). If multiple techniques/algorithms 

must be applied, this task should be performed separately for each 

technique/algorithm.  

b. Test design generation: set up the tests to evaluate the model’s quality and validate 

it. For predictive modeling, this is in this task where the dataset is typically divided 



into a training set (usually comprising between 60% to 80% of the data) and a test 

set (with the remaining data). While the training set is used to build the model, the 

model’s quality is tested using the test set.  

c. Modeling: using the modeling tool, create the model. 

d. Model assessment: analysis of the model’s performance according to technical 

performance and kind of model. For example, for classification models, measures 

such as Accuracy, Precision, Recall, F1Score, or Area Under the Curve (AUC) are 

commonly employed. In regression problems, measures such as Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE) or Mean Squared Error (MSE) are used.  For 

clustering, different measures are employed, such as Average Silhouette Width 

(ASW), p-Separation Index, p-Stability Index, among others.  If models were built 

using different techniques/algorithms, make relative performance comparisons.  

5. Evaluation: assessment of the model’s performance according to the objectives initially 

determined.  

a. Evaluate results: while in the previous phase, results were evaluated from the 

technical perspective, now results are analyzed in terms of the project goal and 

questions. The tasks’ output should be an assessment based on the success criteria.   

b. Review process: revise all the process to identify any undone activities and those that 

should be repeated. 

c. Determine next steps: based on the results of the previous two tasks. A decision 

should be made to either finish the project and proceed to deployment or to initiate 

further iterations.  

6. Deployment: application of the model in a production environment. In case a descriptive 

model is intended, application of its findings to the problem’s objective.  

a. Plan deployment: summarize the deployment strategy, including not only the “what 

to do”, but also the “how to do”. 

b. Plan monitoring and maintenance: if the goal involves putting the plan into 

production, since models are not eternal and are data-dependent, monitorization 

and support for the model deployment should be planned. 

c. Final report: generate the final project report, and for accomplished projects, a 

comprehensive presentation of the project results.  

d. Review project: assess what went well and not so well to document the experience 

gained during the project.  

An example of the use of CRISP-DM in tourism research can be seen in the paper written by Antonio 

et al. (2019) on how to use Big Data to predict cancellations in hotels. 

2.4. Conclusion 

We expect that reading this chapter may entice the reader not previously familiarized with Data 

Mining possibilities and methods to learn more about this topic and to apply it in e-Tourism research 

projects. We believe that data-driven research has the potential of enhancing E-Tourism research.  

2.4.1. Challenges and limitations of Data Mining projects 
Significant challenges and limitations on the application of Data Mining and Predictive Analytics 

research in e-Tourism still exist. 

Let us begin by commenting on the access to the data. Although data is being generated at an 

unprecedented scale, much is privately-owned (e.g., hotels, airlines, and other company's data), 

which difficult the access to it. Even public data, such as user-generated content in social networks 

websites is now more challenging to use and subject to rules of use, like in the case of rules imposed 

by the European Union’s General Data Protection Regulation (GDPR). 



Another important point to be made regards to data quality is that data must be accurate, reliable, 

unbiased, timely, and appropriate for the problem under analysis.  

Another key factor is a multi-disciplinary knowledge. Since Data Mining and Predictive Analytics 

combine techniques from multiple fields of study, including Statistics, Machine Learning, and Data 

Visualization, e-Tourism research teams, besides being composed of people with a background in 

social sciences, should also be composed of elements with a background in ICT or quantitative fields.  

Lastly, one must consider the ethical implications. When personal or ethnical information is 

implicated, Data Mining and Predictive Analytics models could easily be used to discriminate. 

Profiling should carefully consider the possibility of results being used as a discriminatory tool, which 

is of the more significant concerns of GDPR. Even unintentionally, modeling could be incorrectly 

used. As an example, take a hotel website and a model to determine prices or cancellation policies 

dynamically. The use of zip code or country variables may be used to discriminate for or against who 

lives in certain regions typically inhabited by ethnicities, conditioning the diversity of the hotel 

customers. It is crucial that researchers, by design, always consider the ethical or privacy implications 

of their Data Mining and Predictive Analytics investigation. 

2.4.2. Expected Future Developments 
While Descriptive Analytics and Predictive Analytics are now commonly employed in business and 

increasingly employed for e-Tourism research, only a few examples are found in academic research 

of Prescriptive Analytics (Lepenioti et al. 2020). Prescriptive Analytics has the potential of enabling 

optimized decision making ahead of time, allowing users and modelers to comprehend the results of 

possible courses-of-actions or scenarios. Due to this potential, it is expected that, in future years, 

Prescriptive Analytics becomes one of the hottest topics within Data Mining research. For example, 

to create post-pandemic tourism scenarios or to simulate the impact on tourism of future crisis. 

Cross-References 

For more information on predictive modeling, see the chapter "Artificial intelligence and Machine 

Learning". 

For more information on data visualization, see the chapter "Visual Methods and Visual Data Analysis 

in E-tourism Research". 

For more information on big data and data sources available in e-Tourism the chapters "Big Data" 

and "Open and Commercial (big) Data in Tourism".  

For more information about text mining, see the chapter "Natural Language Processing and Text 

Analytics in Tourism: Methodologies, Challenges and Opportunities". 
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