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Previous research has documented perceptual and brain differences between spontaneous

and volitional emotional vocalizations. However, the time course of emotional authenticity

processing remains unclear. We used event-related potentials (ERPs) to address this

question, and we focused on the processing of laughter and crying. We additionally tested

whether the neural encoding of authenticity is influenced by attention, by manipulating

task focus (authenticity versus emotional category) and visual condition (with versus

without visual deprivation). ERPs were recorded from 43 participants while they listened to

vocalizations and evaluated their authenticity (volitional versus spontaneous) or emotional

meaning (sad versus amused). Twenty-two of the participants were blindfolded and tested

in a dark room, and 21 were tested in standard visual conditions. As compared to volitional

vocalizations, spontaneous ones were associated with reduced N1 amplitude in the case of

laughter, and increased P2 in the case of crying. At later cognitive processing stages, more

positive amplitudes were observed for spontaneous (versus volitional) laughs and cries

(1000e1400 msec), with earlier effects for laughs (700e1000 msec). Visual condition affected

brain responses to emotional authenticity at early (P2 range) and late processing stages

(middle and late LPP ranges). Task focus did not influence neural responses to authenticity.

Our findings suggest that authenticity information is encoded early and automatically

during vocal emotional processing. They also point to a potentially faster encoding of

authenticity in laughter compared to crying.

© 2022 Elsevier Ltd. All rights reserved.
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1. Introduction

The ability to perceive emotional information from the voice

is fundamental for social interactions. Research on vocal

emotions is challenged by the fact that our vocal emotional

repertoire is complex and variable. It relies on both automatic

and voluntary production mechanisms that might be inten-

tionally and flexibly adjusted according to the social context

and the speaker's communicative intentions (Scott et al., 2014;

Sidtis & Kreiman, 2012). Consider the distinct social meanings

of a laugh spontaneously produced in response to a funny

situation, for instance, compared to a laugh voluntarily pro-

duced to communicate polite agreement. From the listener's
perspective, differentiating authentic (spontaneous) frommore

deliberate (volitional) emotional expressions is an important

social skill, with implications for cooperation, affiliation, and

bonding (Bryant et al., 2018; Gervais & Wilson, 2005; Wood

et al., 2017). There has been a growing research interest in

this issue in recent years, but the neuralmechanisms involved

in processing emotional authenticity in nonverbal emotional

vocalizations remain poorly understood.

1.1. Differentiating spontaneous from volitional vocal
emotional expressions

Most research on auditory emotion perception relies on acted

vocal portrayals (Scherer & B€anzinger, 2010). Such stimuli are

typically obtained by inviting professional or nonprofessional

actors to pose emotional expressions, in the absence of cor-

responding eliciting events. Acted portrayals are considered

suitable for research on vocal emotions, allowing for more

control over stimulus features (Scherer & B€anzinger, 2010).

Nonetheless, recent experiments have pointed out that they

differ from spontaneous emotional expressions in important

ways (e.g., Anikin and Lima, 2018; Bryant & Aktipis, 2014;

McGettigan et al., 2015; Neves et al., 2018). For example, dif-

ferences in the acoustic features of spontaneous and voli-

tional vocalizations may reflect distinct vocal production

mechanisms (Anikin and Lima, 2018; Bryant & Aktipis, 2014;

Lavan et al., 2016; McKeown et al., 2015). Moreover, sponta-

neous vocalizations are characterized by higher and more

variable fundamental frequency (F0) and lower harmonicity

than volitional expressions (Anikin and Lima, 2018). At the

perceptual level, although most research has focused on

laughter (e.g., Bryant & Aktipis, 2014; Lavan et al., 2016; Neves

et al., 2018), there is evidence that listeners are able to

differentiate spontaneous from volitional vocalizations of

amusement, sadness, achievement, anger, disgust, fear, pain,

and pleasure (Anikin and Lima, 2018). These studies highlight

the relevance of investigating vocal emotional perception

using spontaneous expressions, and of examining the differ-

ences between them and volitional ones.

At the brain level, the few existing studies on authenticity

focused on laughter, and they identified distinct cortical re-

sponses to spontaneous and volitional expressions (Lavan

et al., 2017; McGettigan et al., 2015). McGettigan et al. (2015)

found that passively listening to spontaneous (versus voli-

tional) laughter induced greater activity in the bilateral supe-

rior temporal gyrus, whereas volitional laughter elicited
enhanced activity in anterior medial prefrontal and anterior

cingulate cortices. Such stronger engagement of medial pre-

frontal systems highlights the potential role of mentalizing

processes in the perception of acted laughs, plausibly due to

their higher social-emotional ambiguity (McGettigan et al.,

2015). This study also reported that improved accuracy in

discriminating laughter authenticity was associated with

enhanced activity in sensorimotor systems, including the

presupplementary motor area and lateral somatosensory

cortex, emphasizing the role of these systems in successful

authenticity evaluations (McGettigan et al., 2015). Lavan et al.

(2017) have further observed that the dissociable brain re-

sponses to spontaneous versus volitional laughter were

related to the perceived authenticity and affective properties

(i.e., valence and arousal) of the stimuli. Laughs rated as less

authentic were associated with stronger activity in brain re-

gions engaged in mentalizing (i.e., anterior medial prefrontal

cortex), whereas laughs rated as more authentic and arousing

were associated with stronger activity in regions engaged in

voice perceptual processing (Heschl's gyrus and superior

temporal gyrus).

While these findings document cortical sensitivity to

laughter authenticity, it remains unclear whether this is

laughter-specific or extends to other vocalizations, such as

crying. Crucially, given the poor temporal resolution of fMRI,

the time course of authenticity processing in emotional vo-

calizations remains unknown. Is authenticity processed at

early sensory, or at later higher-order stages of voice percep-

tion? Event-related potentials (ERPs) are ideal to address these

questions. To our knowledge, however, no previous studies

have used this technique to examine authenticity processing

in vocalizations.

ERP studies with acted vocal expressions have shown a

differential processing of emotional and neutral vocalizations

at distinct processing stages: compared to neutral vocaliza-

tions, emotional voices typically elicit reduced N1 amplitude,

a component associated with sensory processing, as well as

enhanced P2, a component associated with salience detection

(Jessen & Kotz, 2011; Liu et al., 2012; Sauter & Eimer, 2010).

These studies suggest that the N1 and P2 are sensitive to the

emotional quality of the voice regardless of its valence (Jessen

& Kotz, 2011; Liu et al., 2012; Sauter & Eimer, 2010; but see Pell

et al., 2015 for emotion-specific effects on the P2). At later

processing stages, the Late Positive Potential (LPP) component

is thought to reflect sustained attention and cognitive evalu-

ation of emotionally and motivationally significant informa-

tion (Jessen& Kotz, 2011; Pell et al., 2015; Pinheiro et al., 2016a,

2017). The LPP is observed around 400e600 msec post-

stimulus onset, yet it may last for up to 1 sec following stim-

ulus offset (Hajcak & Olvet, 2008; Schupp et al., 2006). More

positive LPP amplitudes for emotionally salient versus neutral

stimuli have been documented for speech prosody (Paulmann

et al., 2013), pictures (Cuthbert et al., 2000; Hajcak &

Nieuwenhuis, 2006), and faces (Foti et al., 2010). The extent

to which the LPP is sensitive to the emotional content of vo-

calizations is unclear. Pell et al. (2015) found that the LPP

amplitude was increased for angry compared to sad and

happy vocalizations, whereas Jessen and Kotz (2011) reported

non-significant emotional modulations of LPP. Pinheiro et al.,

2016b provided evidence for an enhanced attentional
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orienting (increased P3a) for emotional (happy and angry)

versus neutral vocalizations, suggesting that emotionally

salient voice information captures attentional resources

more.

1.2. Attention focus and vocal emotional processing

The few existing studies testing the relationship between

attention and vocal emotional processing have examined

speech prosody and they suggest that attentional focus might

affect brain responses (Grandjean et al., 2005; Sander et al.,

2005). In a dichotic listening study, Sander et al. (2005) re-

ported enhanced activity in the orbitofrontal cortex and

cuneus when listening to angry prosodic stimuli that were

presented in the to-be-attended versus to-be-ignored ear

during a gender evaluation task. This suggests that attention

affects cortical responses to emotional prosody, but this study

also provided evidence for automaticity: in the right amygdala

and bilateral superior temporal sulcus (STS), responses to

angry prosody were similar regardless of whether the stimuli

were presented in the to-be-attended or to-be-ignored ears. In

a different study, Ethofer et al. (2006) found increased activity

in the right posterior MTG and STS, and bilateral inferior/

middle frontal gyrus, when participants’ attention was

directed to the emotional prosodic cues of spoken stimuli

versus the content of the words. In the same vein, Frühholz

et al. (2012) found distinct responses in the mid-STG, left

inferior frontal gyrus, anterior cingulate cortex, and amygdala

when discriminating emotions (versus gender) in prosodic

stimuli, thus further documenting task effects on neural re-

sponses to vocal emotions. Nonetheless, these studies do not

offer sufficient temporal resolution to elucidate when in the

time course of vocal emotion perception these task effects

take place.

Effects of attention on early stages of auditory information

processing have been documented (e.g., Hink et al., 1978;

Woldorff et al., 1993). However, in the context of emotion

research specifically, visual ERP evidence indicated that the

modulatory role of attention is limited to later stages reflected

in the LPP (Chen et al., 2018; Ferrari et al., 2008; Schindler &

Kissler, 2016), suggesting that the earlier stages of emotion

information processing are automatic to an important extent.

The few available ERP studies on vocal emotion (speech

prosody) indicated that task focus manipulations did not

significantly impact neither early (Garrido-V�asquez et al.,

2013) nor late processing stages (Paulmann et al., 2013),

highlighting the automaticity of these processes. Therefore,

based on the existing research, it remains to be specified

whether, and at which processing stages, a listener's atten-

tional focus can affect how emotional information is decoded

from voices.

Oneway to study the role of attention in voice perception is

bymanipulating the amount of visual information available in

the environment, for instance by blindfolding participants

(Landry et al., 2013; Lewald, 2007) or by asking them to close

their eyes (W€ostmann et al., 2020). Visual information can

strongly affect how information in other sensorymodalities is

perceived (e.g., McGurk effect, Colavita effect), and such
crossmodal interactions can start at early processing stages

(Koelewijn et al., 2010). Research focused on the effects of

temporary visual deprivation on other sensory functions has

demonstrated improvements in auditory (Fengler et al., 2015;

Gibby et al., 1970; Landry et al., 2013; Lewald, 2007; Tabry et al.,

2013) and tactile perceptual tasks (Facchini & Aglioti, 2003;

Merabet et al., 2008). For instance, short-term visual depriva-

tion improves the perception of harmonicity (Landry et al.,

2013), loudness and pitch (Gibby et al., 1970), and it reduces

inaccuracies in auditory spatial localization tasks (Lewald,

2007). Furthermore, short-term visual deprivation was found

to result in enhanced activity in the visual cortex (Boroojerdi,

2000; Fierro et al., 2005), which in turn may support the pro-

cessing of nonvisual information (Merabet et al., 2008).

Nevertheless, it remains to be clarified if the reported advan-

tages in the auditory modality can be generalized to the

perception of voice acoustic information, since crucial differ-

ences exist in the processing of vocal versus nonvocal sounds

(e.g., vocal stimuli are acoustically more complex and broad-

band, being processed in specialized regions of the superior

temporal sulcuse Belin et al., 2011). The existing research also

does not clarify when, in the course of processing, a potential

effect of visual deprivation on auditory perception may take

place.

1.3. The current study

Using ERPs, we examined the time course of brain responses

to spontaneous and volitional nonverbal vocalizations. We

further asked whether these responses are affected by atten-

tion, via two orthogonal manipulations: task focus (authen-

ticity versus emotion detection) and visual condition

(standard visual condition versus visual deprivation). Vocali-

zations included laughter and crying, thereby allowing us to

probe the generalizability of authenticity and attention effects

across positive and negative expressions. As for the task focus

manipulation, in one condition participants were asked to

judge the emotional authenticity of vocalizations, whereas in

the other they focused on the emotional category of the

sounds. Approximately half the participants were assigned to

a visual deprivation condition, in which they were blind-

folded, whereas the other half were assigned to a standard

visual condition.

Based on previous ERP experiments with actor portrayals

(e.g., Jessen & Kotz, 2011; Liu et al., 2012; Pell et al., 2015), our

focuswas on the auditory N1, P2, and LPP components. These

components are reliable online measures of the processing

stages underlying vocal emotional processing: sensory,

salience detection, and cognitive evaluative stages, respec-

tively (Jessen & Kotz, 2011; Liu et al., 2012; Pell et al., 2015;

Pinheiro et al., 2014). We expected authenticity to modulate

early sensory (N1), salience detection (P2), and late cognitive

(LPP) stages of vocal emotion perception. Effects of authen-

ticity at early sensory and salience detection processing

stages were expected because there is evidence of important

acoustic and affective differences between spontaneous and

volitional vocalizations (Anikin and Lima, 2018; Bryant &

Aktipis, 2014; Lavan et al., 2016), and we know that the N1

https://doi.org/10.1016/j.cortex.2022.02.016
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and P2 are sensitive to the physical acoustic features

(N€a€at€anen & Picton, 1987; Seither-Preisler et al., 2006) and

affective properties (Jessen & Kotz, 2011; Liu et al., 2012; Pell

et al., 2015) of sounds. As for the direction of these effects, a

tentative hypothesis was that spontaneous expressions

would elicit reduced N1 and increased P2, a pattern in line

with the one previously obtained for emotionally salient

compared to neutral vocal expressions (Jessen & Kotz, 2011;

Liu et al., 2012; Sauter & Eimer, 2010). This would occur

because spontaneous expressions contain acoustic hall-

marks typically associated with high emotional significance,

which are absent in volitional ones (Lavan et al., 2016; Scott

et al., 2014). Authenticity modulations at late processing

stages, reflected in enhanced LPP for spontaneous expres-

sions, would be consistent with evidence showing that

authentic vocalizations tend to be perceived as more

arousing than volitional ones (Anikin and Lima, 2018; Bryant

& Aktipis, 2014; Lavan et al., 2016), and we know that this

component is sensitive to arousal (Cuthbert et al., 2000; de

Rover et al., 2012). An authenticity effect at later evaluative

stages would be also consistent with behavioral evidence

that listeners are able to reliably discriminate spontaneous

from volitional vocalizations in explicit evaluation tasks

(e.g., Anikin and Lima, 2018; Bryant & Aktipis, 2014; Lavan

et al., 2016; Neves et al., 2018).

As for potential effects of attention, our approach was

primarily exploratory. Since the N1 is enhanced by attention

(e.g., Hink et al., 1978; Woldorff et al., 1993), it seems plau-

sible that attentional manipulations, both in terms of task

instructions (focus on authenticity versus emotion) and vi-

sual conditions (visual deprivation versus standard visual),

could modulate early processing stages. If attentional focus

critically modulates distinct stages of vocal emotional pro-

cessing, then facilitated processing of authenticity versus

emotion information should occur when explicitly attending

to authenticity. This would translate into more prominent

differences between volitional and spontaneous vocaliza-

tions in early and late ERP components, when resources were

allocated to authenticity as compared to emotion, whereas

emotion effects would be stronger in the emotion focus

condition. The presence of such effects exclusively at late

processing stages would highlight the role of more deliberate

processes in authenticity perception. By contrast, if the

processing of vocal emotional information is highly auto-

matic and does not require conscious deliberation to be

efficiently processed, comparable neural responses to

authenticity and emotion manipulations would be obtained

in the two task focus conditions, especially at early pro-

cessing stages. Furthermore, if vocal emotional processing is

affected by visual condition, stronger authenticity and

emotion effects should be observed in the visual deprivation

condition (i.e., when attentional load is reduced and infor-

mation is processed in the auditory modality only) as

compared to the standard visual condition (i.e., when pro-

cessing resources are divided amongst the input of distinct

sensory modalities). Conversely, if vocal emotional percep-

tion is largely automatic and is not influenced by the

simultaneous processing of visual information, similar

neural responses could be observed in the two visual

conditions.
2. Methods

2.1. Participants

We report how we determined our sample size, all data ex-

clusions, all inclusion/exclusion criteria, whether inclusion/

exclusion criteria were established prior to data analysis, all

manipulations, and all measures in the study.

Forty-three undergraduate students participated in this

study for course credit. The size of our sample was deter-

mined based on convenience/opportunity. Participants were

randomly assigned to one of two conditions: visual depriva-

tion, VD (n ¼ 22; 7 males, Mage ¼ 21.14, SD ¼ 4.09); or standard

visual condition, SV (n¼ 21; 6males,Mage¼ 20.33, SD¼ 3.65). In

the VD condition, participants were blindfolded in a dark and

electrically shielded room and performed the auditory tasks

with no concurrent visual information. In the SV condition,

participants performed the auditory tasks inside an electri-

cally shielded room with typical concurrent visual informa-

tion signaling the beginning of each trial and the questions.

For both experimental conditions, the inclusion criteria were:

being right-handed (Oldfield, 1971); normal or corrected-to-

normal visual acuity; normal hearing; no history of electro-

convulsive treatment, neurological illness, or DSM-IV diag-

nosis of drug or alcohol abuse; and no currentmedicationwith

potential impact on the electroencephalogram (EEG), or on

neurological and/or cognitive functioning. The inclusion/

exclusion criteria were established prior to data analyses.

Participants provided their informed consent, previously

assessed by the local Ethics committee from the Faculty of

Psychology at the University of Lisbon (Lisbon, Portugal).1

2.2. Stimuli

The experimental stimuli consisted of 80 nonverbal vocali-

zations portraying amusement (40 laughs) or sadness (40

cries). Each emotional category comprised 20 volitional and 20

spontaneous stimuli, recorded by six speakers (three women)

within an anechoic chamber at the University College London.

To record volitional laughter and crying, speakers were asked

to voluntarily produce these expressions, without a corre-

sponding emotional eliciting event, and to make them sound

as natural as possible. Spontaneous laughter was induced

through an amusement induction condition, whereby

speakers watched self-selected amusing video clips, which

they considered funny and would easily make them laugh

aloud (for a similar procedure, see McGettigan et al., 2015).

Spontaneous crying was evoked by using an emotion induc-

tion procedure: speakers were asked to recall difficult (up-

setting) past episodes and/or to initially pose crying to

promote a shift into spontaneous crying linked with genuine

experienced sadness (see Lavan et al., 2016). Of note, feelings

of amusement and sadness throughout and after recording

the corresponding genuine vocalizations were reported by the

six speakers. These vocalizations have been previously used

https://doi.org/10.1016/j.cortex.2022.02.016
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in behavioral and neuroimaging experiments (Lavan et al.,

2015, 2016; Lima et al., 2016; O'Nions et al., 2017; Neves et al.,

2018). These vocalizations are available at https://osf.io/

hysf3/. The acoustic and affective features of the stimuli are

summarized in Table 1.

2.3. Procedure

Participants were tested in individual sessions lasting

approximately 40min (breaks included). Theywere seated in a

comfortable chair at a distance of 100 cm from the computer

monitor, in an electrically shielded and sound attenuated

room. Voice stimuli were binaurally presented through

headphones. Presentation® software (Version 20.1, Neuro-

behavioral Systems, Inc., Berkeley, CA, www.neurobs.com/)

was used to control stimulus timing and presentation, as well

as to register participants’ responses (the code is available

here: https://osf.io/hysf3/

Each participant completed two tasks, one involving an

authenticity evaluation (volitional versus spontaneous) and

the other an emotion evaluation (sadness versus amusement).

The order of tasks was counterbalanced across participants.

In each of them, the 80 vocalizations were randomly pre-

sented twice, originating a total of 160 trials per task. Each trial

was presented as follows (see Fig. 1 for details): 1) a warning

sound (VD condition) or attention mark (SV condition)

signaled the beginning of each trial (100 msec); 2) after a

varying inter-stimulus interval (ISI; 500e1500 msec), a vocal-

ization (<3000 msec) was presented; 3) after a 1000 msec in-

terval, a warning sound (VD condition; 150 msec) or the

written question (SV condition; 150 msec) was presented to

signal the beginning of the response time (<3000 msec). The

inter-trial interval (ITI) lasted 1000msec. In the SV condition, a

fixation cross (presented centrally on the screen) remained

until the end of the trial to minimize eye movements. No part

of the study procedures was pre-registered prior to the

research being conducted.

2.4. EEG data acquisition

EEG data were recorded using a 64-channel BioSemi Active

Two System (http://www.biosemi.com/products.htm) at a

digitization rate of 512 Hz. Electrodes placed at left and right
Table 1 e Acoustic and affective properties of the vocalizations.

Acoustic properties

Spontaneous

Amusement S

f0 (Hz) 270.78 2

f0 min (Hz) 171.96 1

f0 max (Hz) 370.69 3

Duration (ms) 2402 2

Intensity (dB) 66.09 6

Affective properties

Valence 6.48 (1.18) 3

Arousal 6.52 (1.18) 5

Authenticity 5.90 (1.12) 5

Note. SDs are given in italic.
temples (horizontal electrooculogram e EOG) and one below

the left eye (vertical EOG) were used to monitor eye move-

ments. Electrodes were also placed at left and right mastoids

for offline referencing.

Brain Vision Analyzer 2.0.4 software (www.brainproducts.

com/) was used for offline analysis of EEG data. A .01 Hz

high-pass filter was applied. EEG data were referenced offline

to the average of the left and right mastoids. Individual ERP

epochs of 1700 ms, time-locked to voice onset, were created

and included a �200 msec pre-stimulus baseline. Ocular ar-

tifacts were corrected based on Gratton et al. (1983). Individual

epochs containing excessive eye blinks or movement artifacts

(±100 mV criterion) were excluded from the analyses. After

artifact rejection, individual ERP averages were based on a

minimum of 75% of segments per condition for each subject

(visually deprived condition [authenticity focus condition:

volitional crying ¼ 37.23 ± 1.82; volitional

laughter ¼ 37.86 ± 2.73; spontaneous crying ¼ 37.68 ± 2.34;

spontaneous laughter¼ 38.05 ± 2.19; emotion focus condition:

volitional crying ¼ 37.36 ± 3.80; volitional

laughter ¼ 37.18 ± 3.03; spontaneous crying ¼ 37.55 ± 2.89;

spontaneous laughter ¼ 37.68 ± 2.77]; standard visual condi-

tion [volitional crying ¼ 38.52 ± 2.64; volitional

laughter ¼ 38.33 ± 2.56; spontaneous crying ¼ 38.000 ± 3.15;

spontaneous laughter¼ 38.33 ± 2.31; emotion focus condition:

volitional crying ¼ 38.19 ± 2.79; volitional

laughter ¼ 37.31 ± 2.83; spontaneous crying ¼ 37.52 ± 2.71;

spontaneous laughter ¼ 33.19 ± 1.89]). The number of epochs

included in the averages did not differ per condition (P > .05).

Based on previous auditory ERP studies and on visual in-

spection of grand-averaged waveforms, the following time

windowswere selected for analysis ofmean amplitudes of the

N1, P2, and LPP: 130e170 msec (N1 e Lu, Ho, Liu, Wu, &

Thompson, 2015; Pinheiro et al., 2014), 220e280 msec (P2 e

Masuda et al., 2018; Pinheiro et al., 2014), 450e700 msec (early

LPP e Jessen & Kotz, 2011; Masuda et al., 2018; Pell et al., 2015),

700e1000 msec (middle LPP e Brown & Cavanagh, 2017;

Masuda et al., 2018), and 1000e1400 msec (late LPP e Brown &

Cavanagh, 2017; Brown et al., 2012; Spreckelmeyer et al., 2006)

after vocalization onset. For the N1 and P2 components, the

analysis included fronto-central (FC1, FCz, FC2) and central

(C1, Cz, C2) channels, consistent with previous studies (e.g.,

Liu et al., 2012; Pell et al., 2015; Pinheiro et al., 2017; Rigoulot,
Authenticity

Volitional

adness Amusement Sadness

87.53 228.78 260.90

80.51 115.15 125.23

85.06 319.48 392.65

689 2270 2520

5.86 66.03 66.09

.37 (.67) 5.63 (.98) 3.29 (.67)

.74 (1.08) 5.04 (1.02) 5.18 (1.09)

.15 (1.05) 4.12 (.98) 3.90 (.98)

https://osf.io/hysf3/
https://osf.io/hysf3/
http://www.neurobs.com/
https://osf.io/hysf3/
http://www.biosemi.com/products.htm
http://www.brainproducts.com/
http://www.brainproducts.com/
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Fig. 1 e Illustration of an experimental trial.
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Pell, & Armony, 2015). For the LPP, the analysis considered

parietal (P1, Pz, P2) and parieto-occipital (PO3, POz, PO4)

electrodes (e.g., Brown & Cavanagh, 2017; Masuda et al., 2018;

Pell et al., 2015; Spreckelmeyer et al., 2006).

2.5. Statistical analyses

Behavioral and ERP data were analyzed with linear mixed-

effects models, with lme4 (Bates et al., 2014) and lmerTest

(Kuznetsova et al., 2016) packages in R-Studio (Version

1.4.1717; RStudio Team, 2021). When compared with tradi-

tional statistical analyses (e.g., repeated-measures analysis of

variance), the linearmixed-effectsmodels have the advantage

of considering the variance associated with both fixed and

random factors (e.g., random effects for participants) in ERP

measures (Jaeger, 2008). The default variance-covariance

structure (unstructured matrix) was used (Bates et al., 2015).

Significant interactions were followed up by comparisons

between theoretically relevant conditions, with Bonferroni-

corrected pairwise comparisons using the “emmeans” R

package (Lenth et al., 2018). Confidence intervals were

computed using “boot” R package (Canty & Ripley, 2021). No

part of the study analyses was pre-registered prior to the

research being conducted.

2.5.1. Behavioral data
The accuracy of authenticity and emotion judgements was

separately analyzed with two distinct linear mixed-effects

models. In these models, we tested the interactive effects of

authenticity and emotion on the accuracy of authenticity and

emotion discrimination. Trial-by-trial accuracy was included

as outcome, participants were included as random effects,

whereas authenticity (volitional, spontaneous), emotion

(sadness, amusement), and visual condition (VP, VD) were

included as fixed effects.

Furthermore, we also probed whether visual condition

impacted accuracy of authenticity and emotion discrimination

by testing the interaction between authenticity, emotion, and
visual condition (models tested: Variable ~ as.factor

(Authenticity) * as.factor(EmotionType) * as.factor(VisualCond)

þ (1 | Participant); analysis code is available here: https://osf.io/

hysf3/

2.5.2. ERP data
We used a multistep approach to test our hypotheses in an

attempt to reduce the complexity of the statistical models and

to make them as parsimonious as possible. First, we probed

whether emotional authenticity modulated the distinct pro-

cessing stages of vocal emotion, by testing the interactive ef-

fects of authenticity and emotion on the mean amplitudes of

N1, P2, and LPPs (early, middle, and late LPP time windows).

We computed distinct linear mixed-effects models for the

mean amplitude of each component. The mean amplitude for

each component was included as outcome, participants were

included as random effects, whereas authenticity (volitional,

spontaneous), emotion (sadness, amusement), task focus

(authenticity, emotion), and visual condition (VP, VD) were

included as fixed effects.

Additionally, to explore the potential effects of attention on

the neural processing of authenticity, we first tested the inter-

action between authenticity, emotion, and task focus (model

tested: Variable ~ as.factor(Authenticity) * as.factor(-

EmotionType) * as.factor(TaskFocus) þ as.factor(VisualCond)þ
(1 | Participant)), and then the interactive effects of authenticity,

emotion, and visual condition (model tested:

Variable ~ as.factor(Authenticity) * as.factor(EmotionType) *

as.factor(VisualCond) * as.factor(TaskFocus) þ (1 | Participant)).
3. Results

3.1. Behavioral data

3.1.1. Authenticity detection
Themean accuracy of authenticity detection per emotion type

is presented in Table 2.

https://osf.io/hysf3/
https://osf.io/hysf3/
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3.1.1.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION.
Authenticity discrimination was modulated by an interaction

between authenticity and emotion (b ¼ .61, SE ¼ .022,

t(6837) ¼ 13.021, p < .001, 95% CI: [.238, .326]). Follow-up ana-

lyses indicated that accuracy in authenticity discrimination

was higher for crying (versus laughter) in the case of volitional

expressions (p < .001), and for laughter (versus crying) in the

case of spontaneous expressions (p < .001). The effect of visual

condition was significant (b ¼ .10, SE ¼ .022, t(43) ¼ 2.452,

P ¼ .018, 95% CI: [.006, .084]), indicating reduced authenticity

detection accuracy in the visually deprived versus standard

visual condition.

3.1.1.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
The interaction between authenticity and visual condition

(b ¼ �.33, SE ¼ .03, t(6837) ¼ �5.025, p < .001, 95% CI: [�.220,

�.096]) was significant (see supplemental material). Follow-up

analyses demonstrated differences in how participants

judged vocal authenticity as a function of the presence versus

absence of concurrent visual stimulation, but which were

specific of volitional expressions: participants who performed

the experiment in the visually deprived condition were less

accurate than those in the SV condition at detecting the

authenticity of volitional expressions (p < .001), but no group

effects were found for spontaneous vocal sounds (P ¼ .136).

3.1.2. Emotion detection
The accuracy of emotion decoding per emotion type is pre-

sented in Table 3.

3.1.2.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION.
Emotion discrimination was modulated by an interaction be-

tween authenticity and emotion type (b ¼ .50, SE ¼ .01,

t(6837) ¼ 10.789, p < .001, 95% CI: [.115, .169]). Follow-up pair-

wise comparisons indicated increased accuracy in emotion

decoding from volitional (versus spontaneous) cries (p < .001);

however, participants were similarly accurate in decoding the

emotional meaning of volitional and spontaneous laughs

(P > .999).

3.1.2.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
Emotion discrimination was modulated by an interaction be-

tween authenticity and visual condition (b ¼ �.23, SE ¼ .02,

t(6837) ¼ �3.495, p < .001, 95% CI: [�.102, �.026]), and by an

interaction between authenticity, emotion and visual condi-

tion (b ¼ .29, SE ¼ .03, t(6837) ¼ �3.142, p ¼ .002, 95% CI: [.034,

.130]). Follow-up pairwise comparisons indicated that
Table 2 e Average accuracy scores in the authenticity detection

Authenticity Emotion

Visual Dep

Hits

Spontaneous Amusement .83 (.19)

Sadness .66 (.14)

Volitional Amusement .53 (.15)

Sadness .68 (.20)

Note. SDs are given in italic.
participants were more accurate at decoding emotion from

volitional (versus spontaneous) cries in both VD (p < .001) and

SV conditions (p < .001); however, no significant differences

were found in the case of laughs (all p's > .999).

3.2. ERP data

3.2.1. N1 component
3.2.1.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION. N1

amplitude was modulated by an interaction between

authenticity and emotion (b ¼ .19, SE ¼ .160, t(4085) ¼ 4.319,

p < .001, 95% CI: [.384, 1.069]). Post-hoc pairwise comparisons

revealed that the N1 was reduced (i.e., less negative) for

spontaneous (versus volitional) laughs (p < .001) but no dif-

ferences were found in the case of crying (P ¼ .448) (see Figs. 2

and 3).

3.2.1.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND TASK FOCUS. The
model revealed that authenticity interacted with emotion and

task focus (b ¼ .17, SE ¼ .319, t(4085) ¼ 1.962, p ¼ .0499, 95% CI:

[�.010, 1.246]; see supplemental material). Post-hoc pairwise

comparisons confirmed the specificity of authenticity effects

for laughter when the focuswas both on authenticity (p < .001)

and emotion (p < .001); however, for crying similar authen-

ticity effects were found irrespective of task instructions

(lowest P ¼ .349).

3.2.1.3. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
Authenticity interacted with visual condition (b ¼ �.18,

SE ¼ .225, t(4085) ¼ �2.951, p ¼ .003, 95% CI: [�1.068, �.254].

Nevertheless, post-hoc pairwise comparisons revealed a

similar N1 response in both visual conditions: N1 was overall

more negative to volitional compared to spontaneous ex-

pressions both in the VD (p < .001) and SV conditions (p < .001).

3.2.2. P2 component
3.2.2.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION.
Authenticity and emotion interactively modulated P2 ampli-

tude (b ¼ �.58, SE ¼ .180, t(4085) ¼ �11.662, p < .001, 95% CI:

[�2.472, �1.734]) (see Figs. 2 and 3). Follow-up analyses

showed that the P2 was increased in response to spontaneous

compared to volitional cries (p < .001), whereas for laughter

the reverse pattern was found (P ¼ .001).

3.2.2.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND TASK FOCUS. No

significant interactions between task focus and authenticity

(b¼ .14, SE¼ .254, t(4085)¼ 1.950, P¼ .051, 95% CI: [�.49, 1.010])
task, considering emotion type and visual condition.

Condition

rivation - VD Standard Visual - SV

False alarms Hits False alarms

.47 (.18) .75 (.12) .32 (.20)

.32 (.20) .64 (.15) .11 (.09)

.17 (.08) .68 (.20) .25 (.12)

.34 (.14) .89 (.09) .36 (.15)

https://doi.org/10.1016/j.cortex.2022.02.016
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Table 3 e Average accuracy scores in the emotion detection task, considering authenticity and visual condition.

Emotion Authenticity Condition

Visual Deprivation - VD Standard Visual e SV

Hits False alarms Hits False alarms

Amusement Spontaneous .94 (.06) .17 (.17) .95 (.05) .20 (.11)

Volitional .95 (.05) .07 (.12) .95 (.05) .05 (.04)

Sadness Spontaneous .83 (.17) .06 (.06) .78 (.09) .05 (.05)

Volitional .93 (.12) .05 (.05) .95 (.04) .05 (.05)

Note. SDs are given in italic.

Fig. 2 e Grand average ERP waveforms for spontaneous and volitional vocalizations in the authenticity detection task, over

Cz and Pz electrodes.
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Fig. 3 e Grand average ERP waveforms for spontaneous and volitional vocalizations in the emotion detection task, over Cz

and Pz electrodes.
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or emotion (b ¼ .14, SE ¼ .254, t(4085) ¼ 1.950, P ¼ .052, 95% CI:

[�.056, 1.010]) were observed, indicating that the impact of

authenticity on the P2 was independent of task focus. How-

ever, task focus generally modulated P2 amplitude, as shown

by a main effect of this factor (b ¼ �.22, SE ¼ .1795,

t(4085) ¼ �4.387, p < .001, 95% CI: [�1.169, �.421]): the P2 was

increased when attention was focused on authenticity versus

emotion discrimination.

3.2.2.3. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
The P2 was modulated by an interaction between authenticity,

emotion, and visual condition (b¼ .29, SE¼ .358, t(4085)¼ 2.933,
p ¼ .003, 95% CI: [.308, 1.743]). Post-hoc pairwise comparisons

indicated that the P2 was enhanced in response to authentic

compared to volitional cries both in the VD (p < .001) and SV

conditions (p < .001). For laughs, however, the P2 was increased

for volitional relative to spontaneous vocalizations in the SV

condition (P ¼ .020), but not in the VD condition (P > .999). That

is, authenticity effects on the perception of laughter were

specific of the standard visual condition.

3.2.3. Early LPP (450e700 ms)
3.2.3.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION. The

early LPP amplitude was not significantly predicted by

https://doi.org/10.1016/j.cortex.2022.02.016
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authenticity (b ¼ �.04, SE .127, t(4085) ¼ �1.059, P ¼ .290, 95%

CI: [�.371, .144]), emotion (b¼ �.06, SE¼ .127, t(4085)¼ �1.585,

P ¼ .113, 95% CI: [�.450, .0665]) or interactions between

authenticity and emotion (b ¼ .05, SE ¼ .180, t(4085) ¼ .887,

P ¼ .375, 95% CI: [�.204, .490]) (see Figs. 2 and 3).

3.2.3.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND TASK FOCUS. The
amplitude was modulated by an interaction between

authenticity, emotion, and task focus (b ¼ .22, SE ¼ .254,

t(4085) ¼ 2.146, P ¼ .032, 95% CI: [.100, 1.407]). Nonetheless,

post-hoc pairwise comparisons indicated no significant dif-

ferences in the early LPP response as a function of authenticity

and emotion in both tasks (lowest P ¼ .206). Notwithstanding,

the main effects of task focus (b ¼ �.14, SE ¼ .090,

t(4085) ¼ �2.802, P ¼ .005, 95% CI: [�.838, �.174]) was signifi-

cant: the LPP amplitude was generallymore positive when the

focus was on authenticity versus emotion discrimination.

3.2.3.3. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
The amplitude was modulated by an interaction between

authenticity and visual condition (b ¼ �.24, SE ¼ .253,

t(4085) ¼ �3.258, P ¼ .001, 95% CI: [�1.266, �.336]). Nonethe-

less, post-hoc pairwise comparisons demonstrated no signif-

icant amplitude modulations as a function of authenticity in

both the VD (P ¼ .883) and SV conditions (P ¼ .109). The

interaction between emotion and visual condition was sig-

nificant (b ¼ .17, SE ¼ .253, t(4085) ¼ 2.303, P ¼ .021, 95% CI:

[.044, 1.128]). Post-hoc pairwise comparisons revealed that the

early LPPwas increased in response to crying (versus laughter)

in the VD condition (p < .001), whereas it was enhanced in

response to laughter in the SV condition (P ¼ .037).

3.2.4. Middle LPP (700e1000 msec)
3.2.4.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION. The

middle LPP time window was modulated by an interaction

between authenticity and emotion (b ¼ .21, SE ¼ .21,

t(4085)¼ 4.062, p < .001, 95% CI: [.486, 1.262]) (see Figs. 2 and 3).

Post-hoc pairwise comparisons revealed enhanced amplitude

in response to authentic compared to volitional laughs

(p< .001), but no significant authenticity effectswere found for

crying (P > .999).

3.2.4.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND TASK FOCUS. No

significant interactions involving task focus were identified

(lowest P ¼ .062), indicating that the impact of authenticity at

this stage of processing is independent of directing attention

to authentic versus emotional properties of the voice. How-

ever, a main effect of task focus (b ¼ �.24, SE ¼ .211,

t(4085) ¼ �4.733, p < .001, 95% CI: [�1.416, �.591]) revealed

generally increased LPP when the task was focused on

authenticity versus emotional quality of the vocalizations.

3.2.4.3. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
The amplitude was modulated by an interaction between

authenticity and visual condition (b ¼ �.29, SE ¼ .297,

t(4085) ¼ �3.929, p < .001, 95% CI: [�1.758, �.634]). Post-hoc

pairwise comparisons revealed that amplitude was

enhanced in response to spontaneous compared to volitional

expressions in the VD condition (p < .001), but not in the SV

condition (P > .999).
3.2.5. Late LPP (1000e1400 ms)
3.2.5.1. INTERACTIVE EFFECTS OF AUTHENTICITY AND EMOTION. We

observed that the late LPP was significantly predicted by

authenticity (b ¼ .20, SE ¼ .165, t(4085) ¼ 5.45, p < .001, 95% CI:

[.566, 1.207]) (see Figs. 2 and 3): the amplitude was more pos-

itive for spontaneous versus volitional expressions, regardless

of the emotional quality of the vocalizations. Further, the late

LPP amplitude was not modulated by emotion (b ¼ .04,

SE ¼ .165, t(4085) ¼ 1.199, p ¼ .230, 95% CI: [�.126, .512]) or

interactions involving this factor (p ¼ .514).

3.2.5.2. INTERACTIVE EFFECTS OF AUTHENTICITY AND TASK FOCUS. The
model revealed that the late LPP was predicted by an inter-

action between authenticity and task focus (b ¼ .16, SE ¼ .329,

t(4085) ¼ 2.126, P ¼ .034, 95% CI: [�.016, 1.357]). Nonetheless,

post-hoc pairwise comparisons showed more positive ampli-

tude for spontaneous versus volitional vocalizations both

when attention was focused on authenticity (p < .001) and

emotion (p < .001). That is, authenticity effects were similar

across distinct task instructions.

3.2.5.3. INTERACTIVE EFFECTS OF AUTHENTICITY AND VISUAL CONDITION.
Visual condition interacted with authenticity (b ¼ �.18,

SE ¼ .328, t(4085) ¼ �2.430, p ¼ .015, 95% CI: [�1.483, �.216])

and with emotion (b ¼ .19, SE ¼ .328, t(4085) ¼ 2.570, p ¼ .010,

95% CI: [.167, 1.450]). Post-hoc pairwise comparisons revealed

that the amplitude was more positive for spontaneous

compared to volitional expressions both in the VD (P < .001)

and SV conditions (P < .001). This finding indicates that the

impact of authenticity at this stage of processing is similar in

both visual conditions. Further, they showed that the ampli-

tude was increased for laughs (versus cries) in the standard

visual condition (p <. 001), whereas in the VD group no sig-

nificant emotion effects were observed (P ¼ .599).
4. Discussion

The current study examined whether and how the authen-

ticity of emotional vocalizations impacts ERP responses at

distinct vocal processing stages. It also probed the extent to

which these effects are affected by attention (i.e., task focus

and visual condition).

4.1. Early processing stages

The auditory N1 component indexes early sensory acoustic

processing (N€a€at€anen & Picton, 1987) and is modulated by

attention (Hink et al., 1978; Woldorff et al., 1993). At this pro-

cessing stage, we found that authenticity modulated the N1

but only in the case of laughter: spontaneous laughs were

associated with a suppression of the N1 amplitude compared

to volitional expressions. Considering the existing evidence

on the functional significance of the N1 (Liu et al., 2012; Meyer

et al., 2007; Pell et al., 2015), this finding suggests an early

preferential sensory analysis of spontaneous (versus voli-

tional) laughs. Crucially, the authenticity effects (reduced N1

for spontaneous versus volitional laughs) were observed

across distinct task instructions and visual conditions. This

suggests that they are automatic to an important extent.

https://doi.org/10.1016/j.cortex.2022.02.016
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These findings confirm our hypothesis of authenticity effects

on early sensory processing stages.

Since the N1 is sensitive to the physical acoustic features of

the stimulus (N€a€at€anen & Picton, 1987; Seither-Preisler et al.,

2006), the observed N1 modulation by laughter authenticity

is likely to reflect differences in the physical acoustic temporal

and spectral profiles of spontaneous versus volitional laughs.

For instance, spontaneous and volitional laughs were shown

to differ in terms of fundamental frequency, duration, length

of bursts, duration and length of inter-bursts intervals, as well

as in the involvement of supralaryngeal control mechanisms

(Anikin and Lima, 2018; Bryant & Aktipis, 2014; Lavan et al.,

2016; Vettin & Todt, 2004). The N1 is thought to be originated

from neural sources in the STG and supratemporal plane

(N€a€at€anen & Picton, 1987). The increased N1 for volitional

versus spontaneous laughter is consistent with previous

literature showing distinct responses for volitional and

spontaneous laughs in the bilateral STG (Lavan et al., 2017;

McGettigan et al., 2015), and extend these studies by showing

that this dissociation initiates early in voice processing. On

the other hand, this initial sensory processing stage was un-

affected by the authenticity of crying. This suggests that

within the first 170 msec post-stimulus onset, the acoustic

differences between spontaneous and volitional crying might

not be sufficiently prominent to modulate authenticity

decoding, and that more time (and hence, a greater amount of

acoustic information) is needed for the discrimination.

In the context of vocal emotion processing, the P2

component reflects the detection and integration of

emotionally salient acoustic cues (Liu et al., 2012; Paulmann&

Kotz, 2008; Pell et al., 2015; Schirmer & Kotz, 2006). The

interactive effects between authenticity and emotion on the

P2 revealed that emotion modulated authenticity perception

in processing stages typically associated with salience detec-

tion. Specifically, our findings of enhanced P2 for spontaneous

compared to volitional crying suggested facilitated detection

of emotional salience from spontaneous crying. Considering

previous suggestions that the P2 is enhanced for highly

arousing stimuli (Paulmann et al., 2013; Sauter & Eimer, 2010),

our observation of increased P2 for spontaneous crying could

potentially reflect differences in the arousal properties of

spontaneous versus volitional crying. This interpretation is

consistent with previous suggestions that the perception of

emotional authenticity relies on arousal properties (Anikin

and Lima, 2018). Nevertheless, the arousal ratings obtained

from an independent sample (see Pinheiro et al., 2021)

revealed no significant differences between the spontaneous

and volitional cries used in our study, which suggests that

other properties modulated the P2 sensitivity to crying

authenticity or that stimulus arousal was perceived differ-

ently by the sample tested in our study.

The fact that authenticity effects on crying were indepen-

dent of task focus (on authenticity versus emotion) suggests

that crying authenticity is detected in a relatively automatic

manner in early processing stages. Evidence for the automatic

processing of emotionally salient information from nonverbal

vocalizations was previously reported (Lima et al., 2019;

Pinheiro et al., 2016b). Nonetheless, laughter authenticity

perception was modulated by the manipulation of visual

condition: the P2 was increased for volitional compared to
spontaneous laughs in the SV condition only, which indicates

that laughter authenticity was processed earlier in the stan-

dard visual condition. These observations suggest heightened

sensitivity of salience detection mechanisms in the condition

with concurrent visual input, thus diverging from our initial

hypothesis. It might be the case that the manipulation of vi-

sual condition, in which sighted participants were blind-

folded, might have created a particularly unusual and

potentially disadvantageous context for task performance,

despite reducing attentional load.

Together, the N1 and P2 findings demonstrate a dynamic

interplay between authenticity and emotion salient informa-

tion during the early stages of vocal emotion processing. They

suggest that the time course of authenticity processing de-

pends on emotion, with authenticity properties being pro-

cessed earlier for laughter (at N1 range) than for crying (P2).

4.2. Late processing stages

The LPP is believed to index sustained attentional mecha-

nisms at higher-order late processing stages, as well as the

cognitive evaluation of the emotional meaning of a stimulus

(Paulmann et al., 2013; Pell et al., 2015; Pinheiro et al., 2017;

Schirmer et al., 2013). Our results yield evidence for authen-

ticity effects also at late cognitive processing stages: sponta-

neous vocalizations elicited increased amplitude at time

windows from 700 msec onwards, earlier for laughter than

crying. More positive LPP amplitudes for emotional (versus

neutral) stimuli have been documented for different stimulus

modalities (emotional prosody e Paulmann et al., 2013;

emotional pictures e Cuthbert et al., 2000; Hajcak &

Nieuwenhuis, 2006; faces e Foti et al., 2010), arguably reflect-

ing increased sustained attention and facilitated processing of

emotionally salient information. The selectivity of authen-

ticity effects for laughter, observed in the middle LPP time

window, may be linked to the important role of this type of

vocalization in positive social interactions, and may indicate

that authenticity is differentially processed based on emotion

type. Our observation of enhanced sustained attention for

spontaneous (versus volitional) vocalizationsmight reflect the

heightened salience of spontaneous vocalizations in signaling

a high arousing state of the vocalizer, as shown by previous

studies (Anikin and Lima, 2018; Bryant & Aktipis, 2014; Lavan

et al., 2016) and as demonstrated by the arousal ratings of the

vocal stimuli used in our study Pinheiro et al., 2021). These

findings converge with prior evidence from visual research

(Calvo et al., 2013) showing that modulations in later cognitive

processing stages (i.e., 470e720 msec) reflect sensitivity to

smile authenticity. Although in our study authenticity mod-

ulations emerged from the earliest processing stages under

analysis, in the study by Calvo and collaborators (2013) the

effects were limited to later cognitive stages. Besides the

discrepancy in the sensory modality of the stimuli (dynamic

vocal versus static facial expressions), we used volitional vo-

calizations conveying a specific and unambiguous emotional

state, whereas Calvo and colleagues compared the neural

processing of genuine smiles with ambiguous facial expres-

sions transmitting incongruous emotional information from

the mouth and eyes. These differences may have contributed

to the divergent findings across studies.
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The fact that authenticity effects at middle and late LPP

windows were observed irrespective of attentional re-

sources being allocated to authenticity or emotion cues

suggests that authenticity decoding is not facilitated by

voluntarily and specifically attending to the authenticity

properties of someone's voice. These findings therefore

indicate that the later cognitive stages of authenticity pro-

cessing are not significantly impacted by differences in task

instructions (focus on authenticity versus emotion). They

are in good agreement with previous ERP evidence on

speech prosody showing no significant effects of task in-

structions on early and late ERP components (Garrido-

V�asquez et al., 2013; Paulmann et al., 2013). Nevertheless,

they diverge from prior evidence demonstrating dissociable

neural responses to vocal emotions under highly distinct

task requirements (Ethofer et al., 2006; Frühholz et al., 2012;

Grandjen et al., 2005; Sander et al., 2005). In these studies,

participants were asked to direct attention to (versus away

from) the emotional quality of the voice. However, despite

the distinct task instructions in our study, participants were

still paying attention to the emotional attributes of the vo-

calizations, which could therefore explain why brain re-

sponses to voices did not significantly differ as a function of

attention focus.

Suggesting that the later cognitive stages of emotional

authenticity processing were affected by visual condition, we

found some evidence for enhanced selective attention for

spontaneous (versus volitional) expressions, reflected in

increased LPP amplitudes (i.e., 700e1000 msec) in the visual

deprivation condition. Performing the auditory task with no

concurrent visual input may have enhanced the attentional

and perceptual resources available (that would be otherwise

directed to task-irrelevant visual information) for the pro-

cessing of task-relevant auditory information, in line with

previous studies (Vredeveldt et al., 2011; W€ostmann et al.,

2020). This interpretation is supported by evidence demon-

strating that a closed eyes (versus open) condition enhanced

alpha power, a neural oscillatory measure of auditory atten-

tion, arguably reflecting processes of inhibitory control in

supramodal attentional networks (W€ostmann et al., 2020).

Although authenticity effects on the LPP in the visual depri-

vation condition seem to corroborate our hypothesis that

reduced attentional load may translate into enhanced sensi-

tivity to authenticity cues, the laughter-specific authenticity

effect on the P2 in the standard visual condition pointed to the

opposite direction. In fact, enhanced attention at later pro-

cessing stages in the visually deprived group was not behav-

iorally reflected in improved discrimination of emotion or

authenticity. These findings keep with W€ostmann et al., 2020

who did not find improvements in perceptual sensitivity to

tone detection in an eyes closed condition, despite enhanced

auditory attention. The detrimental effect of visual depriva-

tion on authenticity discrimination of volitional expressions

might be linked to our observation of enhanced sustained

attention in processing stages reflecting the cognitive evalu-

ation of voice significance. Enhanced attentional resources

towards vocalizations in the VD condition might have made

specific sound features of volitional expressions (otherwise

neutral) abnormally salient, biasing the explicit judgement of

authenticity.
Furthermore, we also found evidence for emotion effects

being modulated by visual condition (between 450-700 and

1000e1400 msec post-stimulus onset). Our findings suggest

enhanced cognitive processing of laughter (versus crying) in

the SV condition (at 450e700 and 1000e1400 msec time win-

dows), whereas attentional resources were enhanced in

response to crying in the VD condition (at 450e700 msec time

window). Even though emotion effects on the LPP have been

reported for different stimulus modalities (Foti et al., 2010;

Hajcak & Nieuwenhuis, 2006; Paulmann et al., 2013; Pinheiro

et al., 2017), the available studies with vocalizations have

produced less consistent findings (Jessen & Kotz, 2011; Pell

et al., 2015). For instance, Pell et al. (2015) found non-

significant differences between laughter and crying in the

LPP, which may suggest that emotion effects on the LPP

response are modulated by authenticity properties. Consid-

ering previous suggestions that the LPP is enhanced for highly

arousing stimuli (Cuthbert et al., 2000; de Rover et al., 2012),

the emotion-specific effects in the SV condition could poten-

tially reflect the increased arousal properties of laughter

(versus crying). Indeed, the subjective ratings of the stimuli

(see Table 1) revealed that, when considering spontaneous

and volitional vocalizations together, laughs were rated as

more arousing than cries (Pinheiro et al., 2021). The selective

effect of emotion in the standard visual condition, from

1000 ms onwards, could suggest heightened sensitivity of

cognitive evaluative stages to the emotional quality of vocal

expressions when participants are processing sounds in a

more usual and standard context, i.e., with concurrent visual

input. Our findings add to existing research on the effects of

temporary visual deprivation on auditory perception (e.g.,

Landry et al., 2013; Vredeveldt et al., 2011; W€ostmann et al.,

2020), and may also have implications for blindness

research, which typically compares blind with blindfolded

sighted participants to make the sensory conditions compa-

rable between groups (e.g., Fairhall et al., 2017; Gamond, et al.,

2017). For instance, one might claim that the approach of

blindfolding sighted individuals might add a considerable bias

in performance, as participants are subjected to an unusual

and potentially disadvantageous context when performing a

listening task without any concurrent visual input.

Our behavioral data shed light on the later stages of vocal

emotion processing reflecting the evaluation and integration of

stimulus emotional meaning (Schirmer & Kotz, 2006). They

indicated that the authenticity and emotion of vocalizations

modulated emotion recognition: emotion was better discrimi-

nated from volitional (versus authentic) cries. Previous

research has reported superior emotion recognition from voli-

tional (versus spontaneous) expressions (vocalizationse Sauter

& Fisher, 2018; facial expressions e Russell, 1994; Motley &

Camden, 1988). Volitional vocalizations comprise less acoustic

variability than spontaneous expressions (Anikin and Lima,

2018; Lavan et al., 2015), and hence, volitional cries might

exhibit a more homogeneous acoustic profile that exaggerates

the acoustic distinctions between emotions. Furthermore, we

found that authenticity may be differently detected based on

authenticity and emotion: accuracywas increased for volitional

cries (versus laughs) and for spontaneous laughs (versus cries).

These results could reflect a potential bias to judge crying as

less spontaneous and laughter as more ‘spontaneous’, in good

https://doi.org/10.1016/j.cortex.2022.02.016
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agreement with earlier evidence (Anikin and Lima, 2018;

Pinheiro et al., 2021). These effects of emotion in authenticity

and emotion discriminationmight be linked to distinct degrees

of exposure to these expressions and to their highly distinct

communicative functions in daily social settings. Crying is

often expressed in individual (solitary) settings (Vingerhoets &

Bylsma, 2016; Zeifman, 2001) and is typically a salient expres-

sion for signaling sadness (yet itmight also communicate other

emotions, such as intense joy), as well as for requesting

empathy and prosocial behavior from the listener (Hendriks

et al., 2008; Provine et al., 2009; Vingerhoets & Bylsma, 2016).

Laughter, however, might express a variety of meanings and

intentional states, such as joy, amusement, cheerfulness,

affiliation, triumph, nervousness, dominance, taunt or scha-

denfreude (i.e., laughing about other's misfortune) (Szameitat

et al., 2009a, 2009b; Wood et al., 2017). The more variable and

complex social meaning of laughter might have increased the

ambiguity of authenticity detection in volitional laughs, thus

leading to reduced accuracy of judging these expressions as

‘volitional’ when compared to cries. Besides, laughter is typi-

cally expressed in the presence of others, promoting and rein-

forcing social bonds (Provine, 2001). Therefore, the tendency to

be more accurate at discriminating the authenticity of spon-

taneous laughs (versus cries) could, therefore, be a conse-

quence of the enhanced exposure to distinct exemplars of

laughter in daily social interactions. This could explain the

facilitated sensory (N1) and cognitive (middle LPP) processing of

authenticity observed for laughter.

It is worth noting that our authenticity manipulation was

categorical (i.e., vocalizations were assessed as either sponta-

neous or volitional). Nonetheless, some authors have suggested

that authenticity properties are better represented as dimen-

sional, since emotional expressions in a given social context are

constrained by cultural and social norms, and therefore they

represent to a greater or lesser extent ‘posed’ expressions

(Sauter& Fischer, 2018; Scherer et al., 2011). Furthermore, given

the differences in the elicitation procedure to produce the

authentic vocal stimuli used in our study (i.e., amusing video

clips for laughter versus mental imagery of difficult past

events), one might ask to what extent the authenticity of

spontaneous laughter and crying is comparable. While

exposing participants to amusing videos is known to success-

fully induce authentic laughter, the recreation of the conditions

within a laboratory setting to induce intense sadness is chal-

lenging due to important ethical constraints (Anikin and Lima,

2018; Scherer & B€anzinger, 2010). Therefore, we cannot rule out

that our observations of differences in authenticity perception

as a function of emotion were unrelated to the elicitation pro-

cedure of spontaneous laughter versus crying. Future studies

testing authenticity effects in the context of more ecological

material (e.g., Parsons et al., 2014) and including other vocali-

zations (e.g., fear, anger, disgust, pleasure achievement) will

clarify and expand our claims. However, it should be empha-

sized that the rigorous experimental control over sound fea-

tures of observational material might be more problematic

than of spontaneous sounds induced within a laboratory

setting (e.g., higher levels of background noise). Besides, the

stimuli used in our study also have the advantage of involving

the same number of spontaneous and volitional expressions
from the same speaker, while keeping the recording conditions

and sound quality equivalent between spontaneous and voli-

tional vocalizations. In addition, future research should inves-

tigate authenticity processing in the context of distinct laughter

types representing both positive (e.g., joyful laughter, tickling

laughter) and negative emotions (e.g., ‘schadenfreude’

laughter, taunting laughter).
5. Conclusion

Together, our findings provide support for the influential role

of authenticity in modulating the various stages of vocal

emotion processing e early sensory (N1), salience detection

(P2), and late cognitive evaluative stages (LPP), even when

task-irrelevant. They additionally demonstrate that authen-

ticity and emotion cues are simultaneously and interactively

processed at early stages of voice processing. These findings

add to current models of vocal emotional perception

(Schirmer& Kotz, 2006) by providing evidence for an early and

automatic processing of the authenticity of vocal emotions.
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