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A B S T R A C T   

Digital journalism has faced a dramatic change and media companies are challenged to use data science algo
rithms to be more competitive in a Big Data era. While this is a relatively new area of study in the media 
landscape, the use of machine learning and artificial intelligence has increased substantially over the last few 
years. In particular, the adoption of data science models for personalization and recommendation has attracted 
the attention of several media publishers. Following this trend, this paper presents a research literature analysis 
on the role of Data Science (DS) in Digital Journalism (DJ). Specifically, the aim is to present a critical literature 
review, synthetizing the main application areas of DS in DJ, highlighting research gaps, challenges, and op
portunities for future studies. Through a systematic literature review integrating bibliometric search, text min
ing, and qualitative discussion, the relevant literature was identified and extensively analyzed. The review 
reveals an increasing use of DS methods in DJ, with almost 47% of the research being published in the last three 
years. An hierarchical clustering highlighted six main research domains focused on text mining, event extraction, 
online comment analysis, recommendation systems, automated journalism, and exploratory data analysis along 
with some machine learning approaches. Future research directions comprise developing models to improve 
personalization and engagement features, exploring recommendation algorithms, testing new automated jour
nalism solutions, and improving paywall mechanisms.   

1. Introduction 

Digital innovation introduced a dramatic change in media com
panies. The decline of print advertising revenue, the distribution of free 
digital content and the change of reader’s behavior induced a need of 
new sources of revenue (Arrese, 2016; Rußell et al., 2020). Subscription 
business models, usually in the form of paywall models (Pattabhir
amaiah et al., 2019; Rußell et al., 2020), become a solution to assure 
companies’ sustainability (Davoudi & Edall, 2018; Simon & Graves, 
2019). Consequently, high level data-based Expert Systems models have 
emerged (Davoudi et al., 2018). 

Currently, each second of time results in millions of readers inter
acting on digital platforms, which provides huge volumes of data to be 
collected and stored by media companies (Lewis, 2015). This new Big 
Data era in Journalism demanded the development of new technologies 
and brought Data Science (DS) and Artificial Intelligence (AI) capabil
ities to the newsroom (Borges et al., 2021). Moreover, the adoption of 

Machine Learning (ML) methods is mentioned in the Reuters Digital 
Report as the new trend in media companies, especially for personali
zation and content recommendation (Newman et al., 2019; Yeung & 
Yang, 2010; Zihayat et al., 2019). Comment analysis, event mining, and 
journalism automation have attracted a great attention and nowadays 
continue being an outstanding research area. Currently, ML and Deep 
Learning (DL) approaches have been sucessfully applied to diverse 
fields, such as Natural Language Processing, Social Network Analysis or 
business models development (Davoudi, 2018). 

Motivated by the increase of interest in DS (including AI and ML) in 
Digital Journalism (DJ), this study presents a systematic, transparent 
and reproducible review process, through a Systematic Literature Re
view (SLR) (Abdelmageed & Zayed, 2020; Aria & Cuccurullo, 2017) 
integrating bibliometric search, text mining, and qualitative discussion 
of the literature. The time span time of study was 2010 and 2021. Only 
research literature about DS methods in DJ was considered. Our survey 
methodology presents four stages: study design, data collection and 
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selection, data analysis and findings, and discussion and results. Hence, 
the contribution of our research is threefold: (i) to identify and describe 
the state-of-the-art of existing approaches; (ii) to identify gaps, chal
lenges, and opportunities on how to use DS to improve reader engage
ment in DJ; (iii) based on the identified gaps, to generate future 
recommendations and new research directions. 

To summarize, the aim of this review is to present the most relevant 
works conducted in the field of DS in DJ by using a 4-step methodology. 
The remainder of the paper is structured as follows. First, Section 2 
presents the background of Data Science in Digital Journalism and an 
introduction about literature analysis methods. Then, Section 3 de
scribes the review methodology by describing the study design and the 
data collection steps. Followed by the descriptive analysis of the 
collection at Section 4. Then, the SLR main results are discussed in 
Section 5. Finally, Section 6 presents the main conclusions and research 
implications of this literature review. 

2. Related work 

2.1. Context and Motivation 

Nowadays, media companies driven by economic pressures are 
investing in data and technological solutions to achieve business results. 
According to the International News Media Association (INMA) report 
(International News Media Association, 2022), data is critical to create 
reader-centric products. Furthermore, the report argues that bringing 
data to the centre of the decision-making process is a current and an 
ongoing process in media companies. Moreover, as discussed by Kotler 
et al. (2016), companies should map the customer path to purchase, 
understand customer touchpoints, and improve critical touchpoints. 
Consequently, across the reader’s conversion funnel the goal it is to 
maximize reader’s engagement (Lagun & Lalmas, 2016), retention and 
consequently increase revenue (Sapian & Vyshnevska, 2019). 

Despite the lack of a clear definition of reader engagement, authors 
agree that engagement is a multidimensional phenomenon (Steensen 
et al., 2020) related to the level of attention and involvement 
(emotional, cognitive and behavioral) with media (Attfield et al., 2011; 
Ksiazek et al., 2016; Mersey et al., 2010). Furthermore, to measure 
reader engagement a range of engagement metrics are available on the 
literature (Davoudi et al., 2019; Ksiazek et al., 2016; Lehmann et al., 
2012; Peterson & Carrabis, 2008). However, to the best of our knowl
edge, there is a lack of studies that analyze the large body of knowledge 
on how DS can improve reader engagement. 

Publishers’ are using DS methods to understand media consumers 
and their consumption patterns (Villi & Picard, 2019) to increase 
engagement levels. Some examples can be listed: audience monitoring 
(Myllylahti, 2017), recommendation algorithms (Gonzalez Camacho & 
Alves-Souza, 2018; Yeung & Yang, 2010; Zihayat et al., 2019), news 
performance or engagement prediction models (Fernandes et al., 2015; 
Jääskeläinen et al., 2020; Zihayat et al., 2019), fake news detection 
(Antoun et al., 2020; Shim et al., 2021; Souza Freire et al., 2021) or, 
algorithms for paywall design (Davoudi et al., 2018; Rußell et al., 2020). 

Zhou and Liou (2020) presented a bibliometric analysis of commu
nication research on AI and Big Data, which proved an increase of 
publications in since 2013 (Zhou & Liao, 2020). However, to the best of 
our knowledge, no intensive survey on the role of DS in DJ has been 
recently published. Hence, by examining the existing research literature 
of the last decade, this paper surveys what has been done with DS 
methods in media. Moreover, one of the main contributions of this paper 
it is to present research gaps in the current literature and opportunities 
for future research. 

2.2. Systematic literature review 

Synthesizing past research findings is a complex task that requires a 
detailed methodological approach (Aria & Cuccurullo, 2017; Zupic & 

Cater, 2015). Thus, to examine the existing literature, this paper as
sumes a Systematic Literature Review (SLR) (Abdelmageed & Zayed, 
2020; Aria & Cuccurullo, 2017), which consists of a 4-step methodology. 
As presented at Table 1, the presented approach combines three widely 
known methodologies resulting in four steps that guided our research. 
Firstly, the study design, then data collection and selection, followed by 
data analysis and findings, and finally, discussion and results presenta
tion. This well-defined process allow us to identify, evaluate and inter
pret the literature to answer relevant research questions (RQs) that are 
detailed at Section 3. 

2.3. Contribution 

Several studies present different techniques for gathering the state of 
the art on a research topic (Brous et al., 2020; Donthu et al., 2021). 
Table 2 presents four literature review frameworks that were chosen to 
represent different and recent literature analysis on research areas 
related to DJ. For each framework, the table mentions the keywords’ 
selection criteria, the methodology followed, as well as, the tools used. 
The first two works (Engelke, 2019; O’Brien et al., 2020) present a 
manual analysis, while the remaining two (Zhou & Liao, 2020; Zhou & 
Zhou, 2020) conducted a three-step bibliometric analysis by using the 
VOSviewer tool (Donthu et al., 2021; Van Eck & Waltman, 2010). 
Finally, the last row presents the proposed approach. Our approach is 
the only literature review study that includes Text Mining (TM) auto
mated methods and a clearly identified criteria for the keywords’ se
lection, followed by a Hierarchical Clustering to define exclusion 
criteria’s. Thus, this approach reduces the SLR manual effort, resulting 
in a more easily replicable semi-automated methodology while simul
taneously avoiding human bias. 

This study differs from others, firstly, because it presents a literature 
review that investigates the relation between DS and DJ, a broader 
theme than the research presented by (Zhou & Liao, 2020). Secondly, at 
each step of the process the human intervention was minimized by 
reducing the subjectivity in the keywords’ selection or document 
exclusion criteria. Finally, the process combines TM methods developed 
using the open source R statistical tool, thus benefiting from a com
munity of supporters contributing with packages for a myriad of data 
analysis tasks (Cortez, 2014), as well as, science mapping analysis (SMA) 
by using VOSviewer (Donthu et al., 2021; Van Eck & Waltman, 2010) 
and bibliometrix, the R-tool for comprehensive science mapping analysis 
(Aria & Cuccurullo, 2017). Moreover, the use of TM for synthesizing 
existing literature enables to efficiently extract insights from a large 
body of knowledge (Moro et al., 2015). Thus, the richness of the text of 
published articles combined with TM enables deeper analysis beyond 
keywords analysis. Resulting in an approach that, to the best of our 

Table 1 
Comparison of distinct Literature review stages.  

SLR stages Standard Science 
Mapping Workflow 

Data Analytics 
Approach in SLR 

Proposed 
approach 

Kitchenham and 
Ebse (2007) 

Zupic and Cater 
(2015) 

Haneem et al. 
(2017)  

Planning the 
review 

Study Design Purpose of the 
Literature Review 

Study Design 

Protocol and 
Training 

Data Collection Search the 
literature 

Data Collection 
and Selection 

Practical 
Screening 
Quality 
Assessment 

Conducting the 
review 

Data Analysis Analysis and 
Findings 

Data Analysis 
and Findings 

Data Visualization  
Reporting the 

review 
Interpretation Writing the 

review 
Results and 
discussion  
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knowledge, is innovative on a DJ survey (Zhou & Zhou, 2020). 

3. Methodology 

This section presents the proposed 4-step systematic method for 
reviewing the literature presented at Table 1. The SLR process begins, 
comprising study design, data collection and selection. Each stage en
compasses several activities, as outlined in Fig. 1. The following sub
section describes each stage of the SLR. 

3.1. Study design, data collection and selection 

This stage involves the preparation of the research work to conduct 
the review that includes the objective and research questions definition. 
According to the motivation of this paper, the following research 
questions (RQs) and motivations are addressed to organize the study: 

RQ1 - What are the main motivations and the major topics when 
adopting DS in DJ? 

Motivation: Identify the most significant publications in the field. 
RQ2 - What are the benefits or positive impacts of using DS in the DJ 

domain? 
Motivation: Identify the DS approaches and applications domains in 

DJ. 
RQ3 - What gaps exist in the current literature that provide new 

research paths? 
Motivation: Identify challenges and research opportunities. 
In the first step, the RQs were broken into thematic areas according 

to the bibliometric technique: co-citation, co-author, co-word and 
bibliographic coupling (Cobo et al., 2011; Zupic & Cater, 2015). In the 
search process a database was chosen, in contrast to focusing on specific 
journals to not limit the review’s comprehensiveness. Data pre- 
processing and cleaning was performed (Jin et al., 2019). The digital 

database considered was Scopus which is the largest abstract and cita
tion database of peer-reviewed literature (Ballew, 2009) and it is used by 
multiple researches (Amado et al., 2018; Borges et al., 2021). As the SLR 
is a semi-automated process, some human-led tasks (HLT) were per
formed. Thus, across the text we use the abbreviation HLT to signal a 
human-led task and ALT to signal an automated-led task. Therefore, the 
data collection and selection process followed the procedures described 
below: 

The inclusion and exclusion criteria were applied. The first inclusion 
criteria consisted of terms that appeared in the titles, abstracts, and 
keywords. 

The initial keywords selection was based on filter the top keywords 
of the Journals “Decision Support Systems” and “Digital Journalism”. 
We selected the 20 most frequent keywords by year in the last 5 years for 
both Journals. Then, we saved the keywords that are in the top 20 more 
than one year (ALT). This resulted in two lists of 26 and 24 keywords. 
Despite that we aimed to minimize human intervention, in both lists 
some keywords were still considered out of the scope of our research. 
For example, the first list comprises some of the following keywords: 
Information Systems, Electronic Commerce, Artificial Intelligence, 
Commerce, Sales, Decision Making, Investments, Finance, Big Data 
and Costs. Thus, the authors saved those related to the scope of the 
research that are highlighted above in bold (HLT). The same rationale 
was applied to the second list, where for instance the keywords “face
book” and “twitter” were excluded. Moreover, in the second list, the 
keyword “news” was considered often commonly used by other scien
tific branches, thus the term was replaced by “digital news”, “news 
media” and “news industry” (HLT). To reduce the subjectivity, the three 
authors (a head of digital media and analytics office at a wide audience 
journal; and two senior scholars in data science and analytics) analyzed 
all HLT decisions until a consensus was reached. It should be mentioned 
that one author is an analytics and audience insights manager in a 

Table 2 
Examples of relevant frameworks for literature analysis and the proposed approach.  

Author Areas of Research Literature sources, 
timespan and 
number of articles 

Keywords selection (query 
strings) 

Methodology Approach and Tools 

(Engelke, 
2019) 

Online participatory 
jouralism 

Data base: Scopus 
Timespan: 1997 to 
2017 
Nr. Articles: 378  

Previous literature analysis to 
achieve content validity.  

SLR based on (Cooper, 1998). Steps: 
problem formulation, data 
collection, data evaluation, analysis 
and interpretation, public 
presentation.  

Manual selection and inspection of 
the articles. 
Biblimetric analysis conducted 
manually. 

(O’Brien 
et al., 
2020) 

Factors that contribute 
to consumer’s pay 
intentiont in DJ  

Data base: Google 
Scholar, EBSCOhost, 
Web of Science and 
ProQuest 
Timespan: 2000 to 
2019 
Nr. Articles: 37  

Authors comprised 
combinations of phrases 
related to the field.  

SLR based on (Webster & Watson, 
2002). 
Steps: identify literature, structure 
the review, theoretical development, 
theory evaluation, discussion and 
conclusion.  

Manual selection and inspection of 
relevant Journals and articles. 
Biblimetric analysis conducted 
manually. 

(Zhou & 
Liao, 
2020) 

Artificial Intelligence 
and Big Data in 
communication 
research  

Data base: Web of 
science 
Timespan: Until 
February 2020 
Nr. Articles: 685  

Authors defined the keywords 
without previous research. 

Bibliometric analysis 
Steps: data collection, analysis and 
intepretation, discussion and 
conclusion. 

Data analysis conducted with 
Pyhon. 
Bibliometric analysis conducted by 
using VOSviewer. 

(Zhou & 
Zhou, 
2020) 

Human-Computer 
interaction in 
journalism 

Data base: Web of 
science 
Timespan: Until 2020 
Nr. Articles: 2156 

Authors defined the keywords 
without previous research. 

Bibliometric analysis 
Steps: data collection, analysis and 
intepretation, discussion and 
conclusion. 

Data analysis conducted with 
Pyhon. 
Bibliometric analysis conducted by 
using VOSviewer. 

Proposed 
approach 

Data Science in digital 
journalism 

Data base: Scopus 
Timespan: 2010 to 
2021 
Nr. Articles: 514 

Combination of the top 
keywords of two journals and 
top terms in the Document 
term matrix (TM method). 

SLR Data Analysis approach that 
combines science mapping analysis 
workflow and text minng. 

Document’s agglomerative 
hiearchical clustering to define 
exclusion criterias (R statistical 
tool) and reduce the size of search- 
space. 
Bibliometric analysis conducted by 
using bibliometrix and VOSviewer.   
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national newspaper since 2015. Finally, the first query, with 25 key
words resulted in 1,689 documents, as presented at Fig. 1. 

Then, after a preliminary analysis of the dataset, by using bibliome
trix, some topics not related to our study appeared, for example, “health” 
or “security”, thus an enhancement of keywords was required. 

The second keywords selection was improved by excluding the top 

terms that are out of the research scope. As presented in the next section, 
TM methods were used to find the top terms presented in the sample 
(ALT). Then, non-related documents were removed from the collection 
by adding an exclusion condition in the second search query as result of 
a manual selection of top terms out of research scope (HLT). 

Concerning the research literature type, only articles from journals, 

Fig. 1. Framework of the systematic literature review process.  
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conferences and review papers were included. 
The search focused only on articles published in English to avoid any 

misperception and efforts in translation. 
Concerning the timeline, a period between 2010 and 2021 was 

chosen, as it contains the period of “Paywalls Popularization” (Arrese, 
2016), an adequate period to see the recent evolution of DS in DJ. 

The bibliographic search resulted in 514 documents. For each pub
lication, we retrieved the following data elements: title, authors, ab
stract, publication year, keywords, source title, document type and 
language. 

As result of a semi-automated process, we further note that the final 
dataset can contain documents not directly related to the scope of 

Fig. 2. Framework of the text mining process to find the keywords to exclude in the second search query.  
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research, nevertheless, we decided not to skim the article title and ab
stract to avoid a human bias. 

3.2. Keywords enhancement with text mining 

The selection of terms to exclude in the second research query en
compasses three steps. Firstly, we extracted the information from the 
database; then punctuation, numbers or stopwords were removed, as 
well as, text was stemmed (António et al., 2018; Welbers et al., 2017). 
The matrix with the frequency of each term by document (DTM) was 
calculated. Furthermore, to avoid non-informative terms, the matrix 
DTM-tf-idf was also calculated. The term frequency-inverse document 
frequency (tf-idf) measures the relative importance of a word to a 
document (Silge & Robinson, 2019; Welbers et al., 2017). Finally, 
agglomerative hierarchical clustering (AHC) was performed to find the 
main clusters in the sample. The AHC is an unsupervised algorithm that 
starts by assigning each document to its own cluster and then the al
gorithm iteratively joins at each stage the most similar document until 
there is only one cluster (Gordon, 1999). In order to obtain compact and 
well-separated groups we calculate four measures: average distances 
within and between clusters, Dunn index and average Silhouette 
(Rendón et al., 2011). Thus, the number of clusters that optimizes the 
four measures was nine (ALT). Then, we explored the clusters by 
inspecting the word clouds (HLT). As each cluster contains information 
related to the research scope, we cannot exclude any cluster. Thus, to 
refine the query, the 20 most frequent words by cluster were analysed to 
find non-related terms. As an example, the first cluster contains “social”, 
“media”, “twitter and “tweet” on the most frequent words. By reading 
the abstracts, we found research on social media platforms content and 
trends that were considered out of the scope (HTL). Hence, non-related 
documents were excluded from the Scopus search query by removing 
the words highlighted in bold (see Fig. 2). 

4. Data analysis and findings 

The present section aims to explore the thematic areas presented in 
Fig. 1. Hence, by performing citation, co-citation, collaboration and co- 
word analysis, complemented by a hierarchical clustering of the 
collection, the RQ1 presented in Section 3.1 can be answered. Then, in 
Section 5, a co-word analysis with keywords co-occurrences maps is also 
presented, which enables to answer both RQ2 and RQ3. 

The statistical analysis was performed by using two open-source 
tools: biblioshiny that is a shiny app providing a web-interface for bib
liometrix (Aria & Cuccurullo, 2017) and VOSviewer (Cobo et al., 2011; 
Van Eck & Waltman, 2010). 

The sample comprises three types of documents: 228 articles/journal 
papers (44%), 278 conference papers (54%) and 8 review papers (2%) 
(see Table 3). Furthermore, 47% of total sample was published between 
2018 and 2020 (see Fig. 3). In fact, in the last decade, there is an 
increasing interest in DS along with the popularization of paywall 
models (Arrese, 2016; Rußell et al., 2020). Moreover, we have 1,161 
authors (87%) with a single contribution, which indicates that a diverse 
group of researchers is interested in this research field. Besides, that it is 
also corroborated by the high number of sources (324) proving that 
most editors consider the subject relevant. 

The worldwide spreading of authors, obtained from biblioshiny (see 
Fig. 4 a)), indicates that northern hemisphere is more representative, i. 
e., researchers from North America, Asia and European Union (including 
UK) published 25%, 34% and 35% of the total number of documents, 
respectively. Furthermore, as presented at Fig. 4 b), the most cited 
countries are USA, China and Singapore. However, the country with 
higher average article citations is Switzerland, followed by Singapore 
and Portugal that have an average year of publication 2017 and 2018 
respectively; while Switzerland has older publications. Fig. 4 c) illus
trates a bibliometric VOSviewer network visualization map of co- 
authorship (international collaboration) using country by average year 

of publication and number of publications (Van Eck & Waltman, 2013; 
Romero & Portillo-Salido, 2019). The distance between countries 
approximately indicates the relatedness of the countries in terms of co- 
authorship. 

Citation analysis intends to identify the authors and journals that 
most influenced the research (Donthu et al., 2021). It also provides the 
authors and journals that consequently contributed to the major topics 
of research on DS in DJ presented in the final reading list at Table 5 (thus 
answering to RQ1). In particular, Table 4 enables to identify the 20 most 
productive authors. The vast majority contributed or started the 
contribution after 2015. Three authors present more than four publi
cations: firstly, Nicholas Belkin, affiliated with Rutgers University, pre
sents contributions in 6 of the 10 years under analysis. Followed by 
Duen-Ren Liu affiliated with National Chiao Tung University and Nello 
Cristianini affiliated with Bristol University, each one contributed with 5 
documents. Nicholas Belkin contributed with studies in the field of in
formation retrieval, information search and user behavior, which appear 
in the first research domain shown at Table 5 (Cole et al., 2011, 2015; 
Liu, Cole, et al., 2010). Liu D.-R. research focuses on recommendation 
systems (D. R. Liu et al., 2018) while Cristianini focuses on news content 
analysis and readers preferences (Flaounas et al., 2013). 

In terms of researcher’s impact measure, at Table 4 we present H- 
index and G-index that are based on the number of publications and the 
number of citations of the bibliographic collection (Egghe, 2006; Hirsch, 
2005). In the overall sample, the author’s with the highest H-index and 
G-index are Nicholas Belkin and Nello Cristianini. Nicholas Belkin 
ranked top in the list where 6 of his articles have been cited at least 6 
times each. 

In order to perform collaboration analysis, it was identified 26 
clusters of collaboration network. Fig. 5 illustrates 11 of the 26 clusters 
and their main fields of research. Cluster 10, 2 and 16 present the highest 
network with 6, 5 and 4 researchers. Nicholas Belkin and Michael Cole 
published documents together (cluster 10) (see Table 4) and two of those 
are in the top most 20 cited articles of the sample (Cole et al., 2011; Liu, 
Cole, et al., 2010). Furthermore, Nello Cristianini, Ilias Flaounas, Omar 
Ali and Tijl De Bie (cluster 2) have one article in the top 20 most cited 
(Flaounas et al., 2013), as presented at Table 5. 

Seeking to investigate RQ1 regards, the analysis of keywords allow 
us to understand the boundaries of the research domain, to find trends 
and to identify some relationships (Abdelmageed & Zayed, 2020). Thus, 
Fig. 6 presents the wordcloud of the top 50 author’s keywords and 
highlights the most common keywords of the articles of the database 

Table 3 
Main information about the collection (source: bibliometrix).  

Description Results  

Main information 
about data 

Timespan 2010:2021  

Sources (Journals, Books, etc) 324.00  
Documents 514.00  
Average years from publication 4.44  
Average citations per documents 8.35  
Average citations per year per doc 1.24 

Document types Article 228.00  
Conference paper 278.00  
Review 8.00 

Document contents Author’s Keywords (DE) 1,476.00 
Authors Authors 1,330.00  

Author Appearances 1,777.00  
Authors of single-authored documents 87.00  
Authors of multi-authored documents 1,243.00 

Authors 
collaboration 

Single-authored documents 90.00  

Documents per Author 0.39  
Authors per Document 2.59  
Co-Authors per Documents 3.07  
Collaboration Index (the average number of 
co-authors noted solely in multi-authored 
publications (Gil et al., 2020)) 

2.93  
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(Donthu et al., 2021). In the most frequent keywords we find “text 
mining” that occurs 31 times in our collection, followed by “machine 
learning”, “big data” and “sentiment analysis”, which appears 26, 23 
and 22 times respectively. Next, the words “artificial intelligence”, “data 
mining”, “news recommendation” and “natural language processing” 
occur between 18 and 13 times. 

Moreover, Fig. 7 illustrates the overlay visualization mode of author 
keywords, the full-counting method was applied to calculate keyword 
weights. We considered the minimum number of occurrences of a 
keyword of 5. The distance between keywords approximately indicates 
the relatedness of the keywords in terms of co-citation links, and each 
color represents a moment in the timespan. Accordingly, to the diagram 
colours, from blue to yellow, during the period of study (from 2010 to 
2021), keywords such as “text mining”, or “information extraction” 
were more frequent at the beginning of the period. Followed by “news 
recommendation” or “sentiment analysis” (at green colour) and, 
recently, “artificial intelligence”, “big data” or “automated journalism”. 

Furthermore, by exploring the thematic evolution map (see Fig. 8) to 
complement the data presented at Fig. 7, we can note that “text mining”, 
“svm” (which stands for support vector machines, a supervised learning 
technique) and “computational journalism” are important keywords 
between 2010 and 2017. Moreover, both stages have little connection, 
as the number of common keywords is low. The focus between the first 
and second stages evolved to other DS domains such as, audience 
engagement, machine learning or artificial intelligence, which is also 
corroborated by Fig. 7. As an example, “text mining” evolved into “on
line news”, “machine learning” or “sentiment analysis”. 

In addition, a clustering of our collection help us to explore the main 
domains of research. By repeating the previous AHC algorithm, the 
collection was partitioned into six groups (see Fig. 9). Each cluster al
lows us to identify the major research domains to adopt DS in DJ (RQ1), 
that are: exploratory studies and detached ML approaches, text mining 
analysis, recommendation systems, event extraction, opinion mining, 
and automated journalism. In accordance to previous network analysis, 
the period between 2018 and 2020 presented an increase on exploratory 
studies and detached ML studies as well as, as increase on research on 
text mining, recommendation systems and artificial intelligence. 

In order to define the final reading list, which presents the major 
topics of DS adoption in DJ (RQ1), this paper ranks the most cited ar
ticles by cluster (as presented in Table 5). Due to the number of docu
ments, and to guarantee the quality of the selected publications, Table 5 
was limited to the top 10 most cited articles related to the field under 
study by cluster. A content analysis was carried out by a meticulous 

abstracts’ reading to guarantee that we selected contributions con
cerning the topic studied (HLT). Each document contains the number of 
total citations (TC), the TC per year and the normalized TC together with 
two journal’s quality measures: SCImago Journal Rank (SJR) is a mea
sure of the journal prestige calculated by considering the number of 
journal citations (Colledge et al., 2010); and the known Journal Citation 
Report (JCR) ISI impact factor quartiles, which reflect the quotient of a 
journal’s rank in a scientific category and the total number of journals in 
the category (Garfield, 2006). 

The top cited paper, which presents a news recommendation system, 
was published by (J. Liu, Dolan, et al., 2010) and it is also the top cited 
per year (32.9). Followed by, (Tandoc Jr, 2014) with 21 citations per 
year, that studies the impact of web analytics in the gatekeeping process. 
And, the third most cited per year, (Carlson, 2014) presents a case study 
analysis about automated journalism. These studies indicate the most 
significant research domains (RQ1) of the collection that contain some 
of the most important keywords between 2018 and 2020 (see Fig. 8), 
such as, “recommender systems” or “artificial intelligence”. 

In the collection, only 23 articles (4.4%) have more than five TC per 
year as the interest on DS in DJ is recent. As result, the comparison of 
older articles with newer only based in citations could exclude influ
ential documents. Furthermore, bibliometrix presents the normalized 
citation score of a document (NCS) calculated by dividing the actual 
count of citing items by the expected citation rate for documents with 
the same year of publication (Aria & Cuccurullo, 2017). In our collec
tion, 45 documents (8.6%) present value higher than 3 and 360 docu
ments (70%) less than one. Thus, the top three highest NCS (13.8, 12.1 
and 11.1) were published by (Haim et al., 2018; Lewis et al., 2019; 
Schonlau & Zou, 2020), related to “personalization”, “journalism auto
mation” and “statistical learning”. However, the last two are not at 
Table 5, as their TC is lower than the top ten articles of their cluster. 
Nevertheless, both are mentioned in the literature map (see Fig. 12), as 
they present promising future research trends in journalism. 

5. Discussion and challenges 

In this section, the analysis conducted is based on the outcome from 
the procedure illustrated at Fig. 1. To answer the RQs, a deeper analysis 
across each cluster (see Fig. 9) allows to summarize the major topics 
(RQ1), benefits (RQ2) and gaps (RQ3) of DS applications in DJ. 
Furthermore, we summarize the research by presenting a literature map 
(see Fig. 12) that contains different levels of interactions, which are: the 
main domains found in the six clusters, DS topics of research in DJ and 

Fig. 3. Year-wise distribution of publications.  
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Fig. 4. (a) Geographic distribution of published articles by country-based scientific production (b) total citations (left y-axis at grey colour), country scientific 
production (blue) and average article citations (right y-axis at orange) in the 20th most cited countries (c) VOSviewer network visualization map of country co- 
authorship by average year of publication and number of publications (documents weights). (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 

E. Fernandes et al.                                                                                                                                                                                                                              



Expert Systems With Applications 221 (2023) 119795

9

some of the most relevant studies found in the SLR. The characteristics of 
the detected clusters are summarized as follows (across the text we use 
the abbreviations RQ1, RQ2 and RQ3 to signal each RQ answer): 

Cluster 1 (“Exploratory studies and ML approaches”) contains 234 
articles (46%), with the top author keywords being “online news”, “big 
data”, “machine learning”, “opinion mining”, “personalization” and 
“audience engagement”. This cluster presents approaches for personal
ization on information retrieval that include user behaviour analysis 
(Cole et al., 2011, 2015) (RQ1). Those studies use engagement metrics, 
such as dwell time (Liu, et al., 2010) to analyze reader preferences and 
satisfaction (Lu et al., 2018), or to measure live events engagement 
(Sanz-Narrillos et al., 2020). Moreover, articles proposing new engage
ment metrics are presented in this cluster, such as viewport time (Lagun 
& Lalmas, 2016). On the other hand, approaches based on ML algo
rithms include linear log prediction model (Tatar et al., 2014) or random 
forests to predict news popularity (Fernandes et al., 2015; Obiedat, 
2020) and to predict news’ shares (Schonlau & Zou, 2020) (RQ2). 
However, other engagement metrics could be used in predictive models, 
such as the number of comments that could be an opportunity for future 
research (Davoudi et al., 2018) (RQ3). 

Furthermore, this cluster contains the only sample article about an 
objective function for optimal paywall decision making that shows the 
relevance of user engagement to increase subscription possibility (RQ2). 
Such result indicates that low research has been done about paywall 
solution’s and their optimal design (Olsen et al., 2020; Rußell et al., 
2020). Thus, improve digital business models in DJ is an opportunity for 
future research (Rußell et al., 2020) (RQ3). 

The thematic evolution map (see Fig. 8) shows that, the most 
frequent keyword in the first cluster, “online news” evolved to “big 
data”. In fact, big data technologies make the management of online 
news big data feasible (RQ2). However, the exponential increase of data 
and the changes of reader behavior (Rußell et al., 2020) make some of 
the presented approaches limited with regard to their input. When 
dealing with real data, the future can be completely different from the 
past. Indeed, one of the three types of uncertainties when dealing with 
real forecasting situations is data uncertainty (Makridakis et al., 2020). 
Thus, research on data sources and data quality in DJ can help to 
improve DS models and results (RQ3). 

This group contains 10 of the 20 articles with highest Normalized TC. 
They are not at Table 5, as they are recent, TC is less than the minimum 
of the top 10 in the cluster. Personalization (Haim et al., 2018), auto
mation (S. Lewis et al., 2019), predict news shares (Schonlau & Zou, 

2020), topic analysis in news (Canito et al., 2018), content analysis 
(Burggraaff & Trilling, 2017) are the main topics in the articles to be 
considered in the literature map presented at Fig. 12. 

From the remaining five clusters, three are related to text analysis, 
the third main domain on the literature map (Fig. 12). 

Cluster 2 (“text mining - sentiment analysis”) contains 51 articles 
with the top author keywords being “text mining”, “sentiment analysis” 
and “natural language processing”. Those keywords are presented in 
blue, green and yellow at Fig. 10 indicating a line of research in DJ 
across the timespan (RQ1). Furthermore, 82% of the articles were 
published since 2015 (see Fig. 9) proving the increasing interest on TM 
approaches in the last five years. Approaches include topic modeling 
methods to build emotional dictionaries (Rao et al., 2014), classification 
algorithms (Li et al., 2016; Manjesh et al., 2017; Rivera et al., 2014) or 
predictive models (Bai, 2011) (RQ2). Besides, this cluster contains two 
articles that show the increasing interest on ML methods for automatic 
fact-checking (Azevedo, 2018; Indurthi et al., 2018) (RQ2). Both authors 
agree that in the big data era there is an imperative need and a research 
opportunity on fake news detection to build reader confidence (RQ3). 

Clusters 4 and 5 (“Orange” and “Grey” at Fig. 12), defined as “event 
extraction” and “opinion mining” (see Fig. 9), contain 22 and 14 doc
uments, respectively. Each cluster present less than four publications by 
year. Two of the top 20 most cited articles belong to these clusters, one 
about event extraction (Hogenboom et al., 2011) and the other one 
about news comments modeling (Tsagkias et al., 2010) (as presented at 
Table 5). Approaches for event mining include the use spatiotemporal 
features to provide localized future suggestions to the reader (Ho et al., 
2012), the development of semantic information extraction to track 
occurrences and evolution of event dynamics (W. Wang & Stewart, 
2015), and research on methods for event semantic extraction to relieve 
information overrun (Wang, 2012; Wang et al., 2010) (RQ2). Further
more, approaches for opinion mining include multiple classifiers 
(Häring et al., 2018; Lee & Ryu, 2019), meta-comments or ERIC’s 
(engaging, respectful, and informative conversations) identification 
(Balali et al., 2013) (RQ2). Those studies prove the increasing impor
tance to better understand reader comments to improve reader 
engagement (Häring et al., 2018) (RQ3). In fact, co-occurrences map 
(see Fig. 11) present a clear line of research related to text mining fields, 
machine learning algorithms, natural language processing and big data. 

Clusters 3 and 6 (“Green” and “Yellow”) mainly focused on news 
recommendation and automated journalism, respectively (RQ1). Both, 
present a slight increase of publications since 2016 that demonstrates 

Table 4 
Authors’ production over time from the top 20 authors that contributed with 73 documents.  

Authors’ Production 
over time (Top 20) 

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 Total 
(#) 

H- 
index 

G- 
index 

Cluster of 
collaboration 

Nicholas Belkin 1 1    1 1 1 1   6 6 6 10 
Duen-Ren Liu        1 1 3  5 2 2 9 
Nello Cristianini 1 2  1  1      5 4 5 2 
Abhijnan Chakraborty        1 1 1 1 4 2 3 14 
Jaron Harambam         1 3  4 3 4 7 
Andreas Lommatzsch      1 1 2    4 1 2 17 
Simon Fong   1 1 1  1     4 3 4 3 
Ralf Steinberger   1 2 1       4 3 4 4 
Ilias Flaounas 1 2  1        4 3 4 2 
Heidar Davoudi        1 1  1 3 2 2 11 
Dimitrios Bountouridis          3  3 3 3 7 
Nicholas Diakopoulos       1   2  3 2 2 12 
Yun-Cheng Chou        1 1 1  3 2 2 9 
Saptarshi Ghosh      1  1  1  3 2 3 14 
Marcel Broersma    1     2   3 2 3 8 
Miriam Boon      1  1 1   3 1 1 6 
Bich-Liên Doan     2   1    3 1 2 16 
Michael J. Cole 1 1    1      3 3 3 10 
Omar Ali 1 1  1        3 3 3 2 
Tijl De Bie 1 1  1        3 3 3 2 
Total (#) 6 8 2 8 4 6 4 10 9 14 2 73          

62%      
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Table 5 
The ten most cited articles related to the field under study by cluster.  

Cluster Authors, Year Title TC 
(rank 
number) 

TC 
per 
Year 

Normalized 
TC 
(rank 
number) 

Source 
(highlighted top 10 sources) 

IF SJR 
2019 

1 - Exploratory 
research and 
detached ML 
approaches N ¼ 234 

(Tandoc Jr, 
2014) 

Journalism is twerking? How 
web analytics is changing the 
process of gatekeeping 

168 
(2nd) 

21.0 10.7 (6th) New Media and Society 4.577 2.96 

(Liu et al., 
2010) 

Search behaviors in different task 
types 

82 (6th) 6.8 2.3 (69th) Proceedings of the ACM 
International Conference on 
Digital Libraries 

— — 

(Fernandes 
et al., 2015) 

A proactive intelligent decision 
support system for predicting the 
popularity of online news 

73 (7th) 10.4 4.7 (22nd) Lecture Notes in Computer 
Science 

— 0.43 

(Leetaru, 2011) Culturomics 2.0: Forecasting 
Large-Scale human behavior 
using global news media tone in 
time and space 

63 
(11th) 

5.7 3.1 (44th) First Monday — 0.7 

(Tatar et al., 
2014) 

From popularity prediction to 
ranking online news 

61 
(12th) 

7.6 3.9 (30th) Social Network Analysis and 
Mining 

0.398 0.4 

(Haim et al., 
2018) 

Burst of the Filter Bubble?: 
Effects of personalization on the 
diversity of Google News 

60 
(14th) 

15 13.8 (1st) Digital Journalism 4.476 2.69 

(Cole et al., 
2011) 

Task and user effects on reading 
patterns in information search 

50 
(17th) 

4.5 2.5 (62th) Interacting with Computers 1.036 0.42 

(Reis et al., 
2015) 

Breaking the news: First 
impressions matter on online 
news 

48 
(18th) 

6.9 3.1 (45th) Proceedings of the 9th 
International Conference on Web 
and Social Media, ICWSM 2015 

— — 

(Flaounas 
et al., 2013) 

Research methods in the age of 
digital journalism: Massive-scale 
automated analysis of 
newscontent—topics, style and 
gender 

48 
(19th) 

5.3 2.8 (51st) Digital Journalism 4.476 2.69 

(Lagun and 
Lalmas, 2016) 

Understanding and measuring 
user engagement and attention in 
online news reading 

45 
(20th) 

7.5 5.2 (16th) WSDM 2016 - Proceedings of the 
9th ACM International Conference 
on Web Search and Data Mining 

— 0.78 

2 - Text mining N ¼ 51 (Bai, 2011) Predicting consumer sentiments 
from online text 

141 
(3rd) 

12.8 7.1 (9th) Decision Support Systems 4.721 1.92 

(Rao et al., 
2014) 

Building emotional dictionary for 
sentiment analysis of online news 

96 (5th) 12.0 6.1 (15th) World Wide Web 2.892 0.53 

(Christin, 
2017) 

Algorithms in practice: 
Comparing web journalism and 
criminal justice 

64 
(10th) 

12.8 10.8 (5th) Big Data and Society 4.577 3.25 

(Du et al., 
2015) 

Dirichlet-hawkes processes with 
applications to clustering 
continuous-time document 
streams 

57 
(15th) 

8.1 3.7 (31st) Proceedings of the ACM SIGKDD 
International Conference on 
Knowledge Discovery and Data 
Mining 

— — 

(Burrows et al., 
2013) 

Paraphrase acquisition via 
crowdsourcing and machine 
learning 

41 
(24th) 

4.6 2.4 (64th) ACM Transactions on Intelligent 
Systems and Technology 

— 1.05 

(Li et al., 2016) Hierarchical classification in text 
mining for sentiment analysis of 
online news 

25 (41st) 4.1 2.9 (46th) Soft Computing 3.050 0.71 

(Steinberger, 
2012) 

A survey of methods to ease the 
development of highly 
multilingual text mining 
applications 

23 
(46th) 

2.3 2.6 (57th) Language Resources and 
Evaluation 

1.014 0.44 

(I. Flaounas 
et al., 2010) 

The structure of the EU 
mediasphere 

23 (47 
th) 

1.9 0.6 (197th) PLoS ONE — 1.02 

(Rivera et al., 
2014) 

A text mining framework for 
advancing sustainability 
indicators 

19 (57 
th) 

2.4 1.2 (129th) Environmental Modelling and 
Software 

4.807 1.9 

(Zhu et al., 
2014) 

Tracking the Evolution of Social 
Emotions: A Time-Aware Topic 
Modeling Perspective 

18 (60 
th) 

2.3 1.1 (146th) Proceedings - IEEE International 
Conference on Data Mining, 
ICDM 

— 0.79 

3 - Recommendation 
systems N ¼ 60 

(Liu et al., 
2010) 

Personalized news 
recommendation based on click 
behavior 

395 (1st) 32.9 11.1 (4th) International Conference on 
Intelligent User Interfaces, 
Proceedings IUI 

— 0.59 

(Garcin et al., 
2013) 

Personalized news 
recommendation with context 
trees 

61 
(13th) 

6.8 3.6 (35th) RecSys 2013 - Proceedings of the 
7th ACM Conference on 
Recommender Systems 

— — 

(O’Brien & 
Lebow, 2013) 

Mixed-methods approach to 
measuring user experience in 
online news interactions 

42 
(23rd) 

4.7 2.4 (63th) Journal of the American Society 
for Information Science and 
Technology 

2.410 — 

(Montes-García 
et al., 2013) 

32 
(30th) 

3.6 1.9 (85th) Expert Systems with Applications 5.452 1.49 

(continued on next page) 
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Table 5 (continued ) 

Cluster Authors, Year Title TC 
(rank 
number) 

TC 
per 
Year 

Normalized 
TC 
(rank 
number) 

Source 
(highlighted top 10 sources) 

IF SJR 
2019 

Towards a journalist-based news 
recommendation system: The 
Wesomender approach 

(Yang, 2016) Effects of popularity-based news 
recommendations (“most- 
viewed”) on users’ exposure to 
online news 

31 
(32nd) 

5.2 3.6 (34th) Media Psychology 2.397 1.863 

(Tang et al., 
2016) 

An empirical study on 
recommendation with multiple 
types of feedback 

20 
(55th) 

3.3 2.3 (68th) Proceedings of the ACM SIGKDD 
International Conference on 
Knowledge Discovery and Data 
Mining 

— — 

(Wang et al., 
2017) 

Hybrid recommendation model 
based on incremental 
collaborative filtering and 
content-based algorithms 

15 (71st) 3.0 2.5 (59th) Proceedings of the 2017 IEEE 
21st International Conference 
on Computer Supported 
Cooperative Work in Design, 
CSCWD 2017 

— — 

(Mizgajski & 
Morzy, 2019) 

Affective recommender systems 
in online news industry: how 
emotions influence reading 
choices 

11 
(93rd) 

3.7 4.3 (25th) User Modeling and User-Adapted 
Interaction 

4.682 1.57 

(Wu et al., 
2019) 

Neural news recommendation 
with attentive multi-view 
learning 

10 
(100th) 

3.3 3.9 (29th) IJCAI International Joint 
Conference on Artificial 
Intelligence 

— 1.21 

(Chakraborty 
et al., 2019) 

Optimizing the recency- 
relevancy trade-off in online 
news recommendations 

9 
(108th) 

1.8 1.5 (114th) 26th International World Wide 
Web Conference, WWW 2017 

— — 

4 - Event extraction N 
¼ 22 

(Hogenboom 
et al., 2011) 

An overview of event extraction 
from text 

66 (9th) 6.0 3.3 (38th) CEUR Workshop Proceedings — 0.18 

(Wang & 
Stewart, 2015). 

Spatiotemporal and semantic 
information extraction from Web 
news reports about natural 
hazards 

30 
(35th) 

4.2 1.9 (81st) Computers, Environment and 
Urban Systems 

4.655 1.36 

(Ho et al., 
2012) 

Mining future spatiotemporal 
events and their sentiment from 
online news articles for location- 
aware recommendation system 

28 
(36th) 

2.8 3.2 (40th) Proc. of the 1st ACM SIGSPATIAL 
Int. Workshop on Mobile 
Geographic Inf. Systems, MobiGIS 
2012 - In Conjunction with the 
20th ACM SIGSPATIAL Int. Conf. 
on Advances in Geographic Inf. 
Systems, GIS 2012 

— — 

(Wang, 2012) Chinese news event 5W1H 
semantic elements extraction for 
event ontology population 

17 
(63rd) 

1.7 1.9 (82nd) WWW’12 - Proceedings of the 21st 
Annual Conference on World Wide 
Web Companion 

— — 

(Wang et al., 
2010) 

Extracting 5W1H event semantic 
elements from Chinese online 
news 

14 
(79th) 

1.2 0.4 (237th) Lecture Notes in Computer Science 
(including subseries Lecture Notes 
in Artificial Intelligence and 
Lecture Notes in Bioinformatics) 

— 0.43 

(Wang et al., 
2012) 

Chinese news event 5W1H 
elements extraction using 
semantic role labeling 

7 (131st) 0.6 0.2 (280th) Proceedings − 3rd International 
Symposium on Information 
Processing, ISIP 2010 

— 0.58 

(Tessem & 
Opdahl, 2019) 

Supporting journalistic news 
angles with models and analogies 

5 
(150th) 

1.7 1.9 (80th) Proceedings - International 
Conference on Research 
Challenges in Information Science 

— — 

(Zhang et al., 
2015) 

RCFGED: Retrospective Coarse 
and Fine-Grained Event 
Detection from Online News 

5 
(159th) 

0.6 0.3 (200th) Proceedings − 2015 IEEE 
International Conference on 
Systems, Man, and Cybernetics, 
SMC 2015 

— 0.00 

(Fu et al., 
2019) 

Mining Newsworthy Events in 
the Traffic Accident Domain from 
Chinese Microblog 

3 
(210th) 

1 1.2 (136th) International Journal of 
Information Technology and 
Decision Making 

1.894 0.41 

(Alashri et al., 
2018) 

Snowball: Extracting Causal 
Chains from Climate Change Text 
Corpora 

2 
(250th) 

0.5 0.5 (217th) Proceedings − 2018 1st 
International Conference on Data 
Intelligence and Security 

— 0.21 

5 – Opinion mining N 
¼ 14 

(Tsagkias et al., 
2010) 

News comments: Exploring, 
modeling, and online prediction 

73 (8th) 6.1 2.0 (75th) Lecture Notes in Computer Science 
(including subseries Lecture Notes 
in Artificial Intelligence and 
Lecture Notes in Bioinformatics) 

— 0.43 

(Chung et al., 
2015) 

Triggering participation: 
Exploring the effects of third- 
person and hostile media 
perceptions on online 
participation 

24 
(44th) 

3.4 1.6 (113th) Computers in Human Behavior 5.003 2.17 

(Chen & Ng, 
2016) 

23 
(45th) 

1.9 2.7 (197th) Computers in Human Behavior 5.003 2.17 

(continued on next page) 
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the increasing interest in simplify the content discovery (RQ2) and 
advanced analytics approaches (Gonzalez Camacho & Alves-Souza, 
2018; Mizgajski & Morzy, 2019). Furthermore, there is an increasing 
interest in understanding how AI can help to improve DJ (Carlson, 2014; 
Lehmkuhl & Peters, 2016; Wu et al., 2019) (RQ3). 

News recommendation systems development is a line of research 

that evolved from algorithms based on click behaviour (Liu, et al., 2010) 
to more advanced methods (Babanejad et al., 2020; Hazrati & Elahi, 
2021). Approaches that use temporal features (Muralidhar et al., 2015), 
movie and mobile solutions (Tewari et al., 2016; Viana & Soares, 2016), 
collaborative filtering applications (Saranya & Sadasivam, 2017; Wang 
et al., 2017) or neural networks to solve the cold-start problem (Misztal- 

Table 5 (continued ) 

Cluster Authors, Year Title TC 
(rank 
number) 

TC 
per 
Year 

Normalized 
TC 
(rank 
number) 

Source 
(highlighted top 10 sources) 

IF SJR 
2019 

Third-person perception of 
online comments: Civil ones 
persuade you more than me 

(Chen & Ng, 
2017) 

Nasty online comments anger 
you more than me, but nice ones 
make me as happy as you 

13 
(80th) 

2.6 2.2 (72nd) Computers in Human Behavior 5.003 2.17 

(Napoles et al., 
2017) 

Automatically identifying good 
conversations online (yes, they 
do exist!) 

9 
(109th) 

1.8 1.5 (115th) Proceedings of the 11th 
International Conference on Web 
and Social Media, ICWSM 2017 

— 0.55 

(Balali et al., 
2013) 

A supervised approach for 
reconstructing thread structure 
in comments on blogs and online 
news agencies 

5 
(164th) 

0.6 0.3 (257th) Computacion y Sistemas 0.620 0.19 

(Häring et al., 
2018) 

Who is addressed in this 
comment? Automatically 
classifying meta-comments in 
news comments 

3 
(205th) 

0.8 0.7 (187th) Proceedings of the ACM on 
Human-Computer Interaction 

5.120 0.54 

(Meguebli 
et al., 2017) 

Towards better news article 
recommendation: With the help 
of user comments 

3 
(212th) 

0.6 0.5 (206th) World Wide Web 2.892 0.46 

(Riedl et al., 
2020) 

The downsides of digital labor: 
Exploring the toll incivility takes 
on online comment moderators 

2 
(235th) 

1 3.1 (42nd) Computers in Human Behavior 5.003 2.17 

(Lee & Ryu, 
2019) 

Exploring characteristics of 
online news comments and 
commenters with machine 
learning approaches 

2 
(237th) 

0.7 0.8 (174th) Telematics and Informatics 4.139 1.44 

6 - Automated 
journalism N ¼ 51 

(Carlson, 2014) The Robotic Reporter: 
Automated journalism and the 
redefinition of labor, 
compositional forms, and 
journalistic authority 

137 
(4th) 

19.6 8.9 (8th) Digital Journalism 4.476 3.69 

(García-Avilés, 
2014). 

Online Newsrooms as 
Communities of Practice: 
Exploring Digital Journalists’ 
Applied Ethics 

22 
(50th) 

2.8 1.4 (121st) Journal of Mass Media Ethics: 
Exploring Questions of Media 
Morality 

0.867 0.549 

(Melki & 
Mallat, 2016) 

Block Her Entry, Keep Her Down 
and Push Her Out: Gender 
discrimination and women 
journalists in the Arab world 

15 
(74th) 

2.5 1.7 (93rd) Journalism Studies 2.345 1.51 

(Lehmkuhl & 
Peters, 2016) 

Constructing (un-)certainty: An 
exploration of journalistic 
decision-making in the reporting 
of neuroscience 

13 
(81th) 

2.2 1.5 (116th) Public Understanding of Science 2.338 1.14 

(Gravengaard 
& Rimestad, 
2012) 

Elimination of ideas and 
professional socialization: 
Lessons learned at newsroom 
meetings 

12 (91st) 1.2 1.4 (125th) Journalism Practice 1.542 1.26 

(Yang et al., 
2017) 

Perceived emotional intelligence 
in virtual agents 

11 
(94th) 

2.2 1.9 (86th) Conference on Human Factors in 
Computing Systems - Proceedings 

5.23 0.67 

(Lewis et al., 
2019) 

Libel by Algorithm? Automated 
Journalism and the Threat of 
Legal Liability 

10 
(98th) 

3.3 3.9 (27th) Journalism and Mass 
Communication Quarterly 

1.706 1.66 

(Wu et al., 
2019) 

When Journalism and 
Automation Intersect: Assessing 
the Influence of the 
Technological Field on 
Contemporary Newsrooms 

9 
(106th) 

3.0 3.5 (36th) Journalism Practice 1.542 1.26 

(Zheng et al., 
2018) 

When algorithms meet 
journalism: The user perception 
to automated news in a cross- 
cultural context 

9 
(107th) 

2.3 2.1 (74th) Computers in Human Behavior 5.003 2.17 

(Galily, 2018) Artificial intelligence and sports 
journalism: Is it a sweeping 
change? 

7 
(123th) 

1.8 1.6 (95th) Technology in Society 2.414 0.566  
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Radecka et al., 2021) (RQ2). However, to explore other features such as, 
the article cost, the author level of engagement or the content propensity 
to induce subscription, can be relevant in future research (RQ3). 

In what automated journalism concerns, the most part of the ar
ticles focus on exploratory studies (RQ1). Approaches focus on under
standing ethical issues and the impact on the working practices of 
journalists in digital newsrooms (Carlson, 2014; García-Avilés, 2014), 
on the potentialities and pitfalls for news organizations (S. C. Lewis 
et al., 2019), as well as analyze the user perception to automated news 
(Zheng et al., 2018). Finally, there are other studies related with specific 
topics, such as: AI techniques to improve the organization, management 
and distribution of content (Barriuso et al., 2016); or intelligent news 
robots (Yang, 2020) to reduce routine tasks to prove the positive impact 

of AI in DJ (RQ2). Moreover, there seems to exist a low emphasis on the 
use of AI to increase levels of reader engagement (RQ3). This is an 
interesting finding, revelling a gap on the research on how AI can affect 
readers’ engagement (RQ3). 

Across the SLR, we have demonstrated the main motivations and 
positive impacts of DS use in DJ to improve reader engagement (RQ1 
and RQ2). For instance, exploratory web analytics studies and practical 
ML applications improve reader experience and simplify content dis
covery, consequently, increases engagement metrics, such as time, 
interactivity or viewport time. Furthermore, applications on news 
popularity (Yang et al., 2020) forecast helps media companies to opti
mize homepage decisions and maximize content distribution to acquire 
and retain more readers. Moreover, TM applications by using sentiment 
analysis methods (Greco & Polli, 2020), event mining or opinion mining 
allow in understanding reader’s interests, helps to provide better 
recommendation according to readers’ opinions and consequently 
media platforms provide more content increasing recirculation and time 
per visit. We further note the increasing relevance of recommendation 
systems to improve personalization (Gonzalez Camacho & Alves-Souza, 
2018). As well as the use of automated journalism to reduce routine 
tasks and improve truly journalism. 

6. Potential research opportunities 

While there is an increasing need for data-driven approaches in 
journalism, the translation into ML approaches is still a complex task 
(Davoudi, 2018). Our findings rise in the form of a list of key topics with 
enhancements areas and future research opportunities (RQ3) listed as 

Fig. 5. Bibliometrix collaboration network map between authors from 11 of the 26 clusters of authors.  

Fig. 6. Wordcloud of top 50 author’s keywords (the word size depends on 
word occurrence). 
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follows: 
Big data: the establishment of new datasets sources in DJ is required 

as most of the research is being done with limited datasets (Von Bloh 

et al., 2020). External data, like weather data or financial information, 
can help to better understand readers’ patterns and behaviours, as well 
as, to improve DS models that consequently improve readers’ 

Fig. 7. VOSviewer co-occurrences map of keywords based on the full-counting method with a minimum number of occurrences of a keyword 5. The size of the nodes 
represent the relevance of the terms in the papers. The thickness of the lines means the bonding force between them. Finally, the colours indicate the average year of 
articles publication that mention those keywords. 

Fig. 8. Bibliometrix thematic evolution map that demonstrates the evolution of keywords in two different stages (2010–2017, 2018–2020).  
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engagement (Renó & Renó, 2015; Z. Yang, 2020). 
Recommend Systems: most of the existing approaches focuses on 

user’s clicks as the indicator to understand users’ interests either in, for 

example, engagement business indicators. Therefore, further research is 
required to explore innovative solutions, for example, to handle cold 
start problems, for multimedia content recommendations or to improve 

Fig. 9. Scientific Production by year and by cluster.  

Fig. 10. VOSviewer keywords co-occurrences map based on the full-counting method (cluster 2 - “text mining”). The weight being visualized is the occurrence, thus 
when a keyword has a greater weight the label and bubble are bigger (Van Eck & Waltman, 2013). 
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real-time recommendations (Ficel et al., 2021; Hazrati & Elahi, 2021; 
Zihayat et al., 2019). 

Personalization: as users present a wide range of reader behaviours 
(J. Liu, Dolan, et al., 2010), the development of innovative DS algo
rithms to better personalize user experience by website page, by device, 
by channel or by content type, will improve engagement levels (Haim 
et al., 2018; Omar et al., 2020). Furthermore, AI can be a solution to 
increase content engagement optimization (Kulkarni et al., 2019; Lim & 
Zhang, 2022). 

Content automation: one of the issues in the journalism ethics 
analysis is to explore the advantages of content automation (Danzon- 
Chambaud, 2021; S. C. Lewis et al., 2019; S. Wu et al., 2019). However, 
to invest in content automation can reduce routine tasks to improve 
journalism to the full potential (Carlson, 2014; Zheng et al., 2018). 
Furthermore, further research is required to automate content in other 
languages such as Spanish or Portuguese (Campos et al., 2020). 

Fact-checking: as the information increases, the information credi
bility and readers’ trustworthiness become a matter of concern. Thus, 
explore new models on fake news detection is an opportunity of research 
(Azevedo, 2018; Meel & Vishwakarma, 2020; Shim et al., 2021). 

Engagement metrics: further research is required to bridge the gap 
between reader engagement metrics and business goals (Davoudi et al., 
2019). Thus, to explore others metrics, such as, sentiment perceived in 
the comments to develop better predictive models (chum prediction or 
propensity to subscribe) can have a positive impact in the business 
model (Davoudi, 2018; Lehmann et al., 2012; Seale, 2021). 

Paywall mechanism/business model: as to the best of our scrutiny, 
only (Davoudi, 2018) investigate an adaptive paywall mechanism by 
using advanced analytics. ML and AI can help to design and improve 
more efficient paywall mechanisms. Furthermore, our study has shown 
that there is still a research gap concerning to the use of more advanced 
DS methods (e.g., Deep Learning (Goldani et al., 2021)). In fact, these 
findings are consisted with the work of (Davoudi, 2018), which argued 
that that there is a gap between journalism and ML communities. 

7. Conclusion 

In this paper, we present a SLR analysis focused on the interaction 
between journalism, technology and data through the use of DS methods 
(including AI and ML) to improve reader engagement, attempt to 
identify trends, knowledge gaps and to indicate propositions to future 
researches. A total of 541 articles gathered from the Scopus database 
and published from 2010 to 2021 were scrutinized. The large number of 
articles makes the usage of TM convenient for a better selection and 
analysis of the literature. Bibliometric research and HTC were combined 
to answer the RQs. 

Generally, the findings show the hype of DS in DJ research, espe
cially in the last three years, due to its potential to extract valuable in
formation from big data. The SLR suggests that the literature about DS in 
DJ puts more emphasis on studying TM methods followed by recom
mendation systems. Furthermore, exploratory studies, web analytics 
and the impact of analytics in newsrooms are popular in the research. 
Finally, we note there is still a research gap concerning to the use of 
more advanced DS methods (RQ3), e.g., Deep Learning (Goldani et al., 
2021). In fact, these findings are consisted with the work of (Davoudi, 
2018), which argued that that there is a gap between journalism and ML 
communities. 

Currently, big data challenges (Yang, 2020), reader retention 
(Suárez, 2020), personalization and paywall models (Rußell et al., 2020) 
are some of the major points of concern in the industry. Furthermore, 
more research is required to improve data sources, to explore engage
ment metrics, to develop models for fake news detection (Goldani et al., 
2021), and to investigate innovative paywall models. 

In terms of theoretical contributions, this paper presents an intensive 
literature review on the state of the art of DS in DJ, something that, to 
the best of our knowledge, none intensive SLR in this field of research 
has been published before. Nevertheless, this SLR has some limitations 
that also provides future research opportunities. Firstly, the literature 
search was carried out only on documents published at Scopus. 
Furthermore, non-English papers and book chapters were neglected. 

Fig. 11. VOSviewer keywords co-occurrences map based on the full-counting method (cluster 4 - “event extraction”).  
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Thus, future research can consider other scientific databases. Moreover, 
this study proposes three research questions, other researchers may add 
other questions. Then the final reading list can exclude important recent 
research papers as DS is a recent research field in DJ. Finally, non- 
scientific literature published by respectful entities in the area, such as 
INMA could be included in future research to explore recent successful 
DS use cases. 

Hopefully, the results of this SLR can guide researchers in their 
collaboration with media companies in order to help publishers to 
improve readers’ engagement through DS. 
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