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Abstract—This paper introduces a novel dataset regarding the installation of mobile applications in users devices, and benchmarks multiple well-established collaborative filtering techniques, leveraging on the user implicit feedback extracted from the data. Our experiments use 3 snapshots provided by Aptoide, one of the leading mobile application stores. These snapshots provide information about the installed applications for more than 4 million users in total. Such data allow us to infer the users activity over time, which corresponds to an implicit measure of interest in a certain application, as we consider that installs reflect a positive user opinion on an app, and, inversely, uninstalls reflect a negative user opinion. Since recommendation systems usually use explicit rating data, we have filtered and transformed the existing data into binary ratings. We have trained several recommendation models, using the Surprise Python scikit, comparing baseline algorithms to neighborhood-based and matrix factorization methods. Our evaluation shows that SVD-based and KNN-based methods achieve good performance scores while being computationally efficient, suggesting that they are suitable for recommendation in this novel dataset.

Index Terms—Recommender System, Implicit Feedback, Collaborative Filtering

I. INTRODUCTION

Recommendation systems are extremely valuable tools for companies. With personalized suggestions, these systems allow users to overview a small and relevant number of suggestions when too many items are available and exploring all possible options is difficult, hence being beneficial tools to businesses in the areas of e-commerce and entertainment. Leading companies in such areas, including Amazon, Youtube and Netflix, resort to recommendation systems.

There are several approaches to recommendation systems, typically based on two distinct strategies: collaborative filtering, and content-based filtering. Considering an user-centered formulation, the former recommends items to a user based on other users with similar preferences, and is the approach explored in this work. The latter considers features of the items to be recommended (e.g., for musical items, the artist, genre and language), recommending similar items to those a given user liked in the past.

One of the biggest challenges of collaborative filtering is the lack of explicit ratings data. Specifically, in the case of mobile application stores, users have contact with much more applications than the ones they leave a review on. This limits the recommendation models to an extremely sparse training data. Therefore it is necessary to infer users’ likes and dislikes from their activity with implicit feedback.

The goal of this work is to benchmark a novel dataset provided by Aptoide, a mobile application store with over 300 million users and 1 million apps, containing three daily snapshots of the installed applications for over 4 million users in total. We made this dataset publicly available for reproducibility and future research. This is a unique (to our knowledge) dataset that allows to profile mobile application installation activity in users' devices over time.
preferences based on their user installation patterns, whereas most datasets containing users mobile app feedback do not uniquely identify each user, and the ones that we have found of a much smaller scale.

First, we thoroughly characterized this dataset, and described a rating extraction technique based on installs/uninstalls. Then, several collaborative filtering models, implemented in the Surprise Python library, were trained and evaluated on the inferred users’ ratings from the dataset. We aim to answer the following research questions with reference to the mobile application domain:

RQ1. Can install and uninstall history be used as a representation of users preferences?
RQ2. What is the performance of several Collaborative Filtering models when using Implicit Feedback?

This paper is organized as follows: Section II presents the related work on Recommendation Systems, more specifically on Collaborative Filtering approaches. Section III presents the format of the dataset being used. Section IV details the procedure we took to solve our research questions, with a detailed analysis of our dataset and of the Surprise library models used. Section V presents and analyses the results of our models. And, finally, section VI draws conclusions and presents several possible directions for future work.

II. RELATED WORK

Collaborative filtering (CF), first used in [6], is based on the insight that if two users have rated several items similarly, due to the relative stability of people’s preferences, they will probably rate other items similarly, as well, in the future. There are two main techniques of collaborative filtering: neighborhood-based models and latent feature models.

Neighborhood-based models are one of the first and most basic approaches of CF, as they are a very direct implementation of its idea. There are two types of nearest neighbours algorithms: user-user and item-item. The user-user approach [7] finds users who have rated the same items similarly, and uses their ratings to recommend new items to the current user. The first step of these algorithms is to chose a similarity function which quantifies the similarity between user tastes based on their ratings, which can be classified as correlation-based similarities, such as the Pearson correlation, the constrained Pearson correlation, Spearman rank correlation and Kendall’s $\tau$ correlation [8], [9], or cosine-based similarity, such as vector cosine similarity and adjusted cosine similarity [10]. After computing the similarities, the next step is to define the set of $k$ nearest neighbors, where $k$ is a hyperparameter which studies have found best to be set between 20 to 60 for better performance and lower computational cost [11]. Finally, to predict the rating of user $u$ to item $i$, we simply take the weighted average of the ratings of item $i$ from the neighbors of user $u$, where the weight terms correspond to the similarity between user $u$ and its neighbors. Analogously, the item-item approach recommends similar items to the ones the user has previously rated positively, by first finding the $k$ nearest neighbors of item $i$ and, secondly, taking the weighted average of user $u$ ratings on those similar items [12]. This latter approach is still widely-used in modern day systems due to its low computational costs and competitive performance [13]. Since there are usually much more users than items in these applications, items, on average, commonly have much more ratings than the number of ratings per user. This results in stable similarity scores between items, allowing the precomputation of these values and resulting in a drastic speedup during prediction.

Alternatively, latent feature models address the idea that different items can have common features, and users can be interested in particular aspects of each item. These models try to explicitly profile each user, $p_u$, according to their preferences to these latent features, and profile each item, $q_i$, in respect to the presence those same features, as vectors of dimension $k$. The preference of user $u$ towards item $i$ can then be computed as the dot product between these two vectors, which will correspond to a higher value when the user prefers the same features that are relevant in that item. Singular Value Decomposition (SVD) algorithms use the single value decomposition of the ratings matrix $R$, as the product of three matrices: $P$ and $Q^T$. The matrix $P$ has $|U| \times k$ dimensions and corresponds to the user-feature preferences and $Q$ is a $k \times |I|$ matrix corresponding to the item-feature relevancy. Algebraically, $P$ and $Q$ are orthogonal and give an approximation to the ratings matrix, and SVD is only defined when $R$ is complete. However, most entrances of the ratings matrix are unknown. In practice, we use singular value decomposition to define an optimization problem, such as in [14], where we learn $P$ and $Q$ to minimize the error between the $R$ matrix and its approximation $PQ^T$, while ignoring the missing rating values. It is common to use stochastic gradient descent or alternating least square during training [15]. Other common algorithms which use this latent factor technique are very similar to this one, such as NMF and SVD++ [16].

Collaborative filtering models were initially designed and are most suitable for explicit ratings, a high quality feedback where users directly report their opinion on an item by attributing it, for example, a star rating such as Netflix’s previous 5 star ratings [15], or their current binary system of like/dislike. However, this kind of data, although accurately reflective of users’ opinions, is usually sparse due to users’ reluctance to rate every item they have tried. To solve this lack of data, recommendation systems started leveraging implicit feedback [17], which indicates users’ opinions based on their activity history (such as purchase history, click history, search patterns), leading to, usually, a binary rating indicating confidence, contrary to explicit ratings which indicate preference [15]. In this latter work, a neighborhood-based model and latent factor model were developed with the implicit feedback derived from the data collected in a 4 week period from a digital television service, where television programs were recommended based on the programs watched by the users. The training dataset was generated by setting a confidence rating, $r_{ui}$, of 1 if the user $u$ watched more than half of a program $i$ throughout the sampling period, and a rating of 0 otherwise. Their models yielded much better results than the
baseline approach of recommending the most popular results, which is still very powerful. Other works, such as [19], [20], explore different ways to derive implicit feedback. In [19], similarly to what is done in this project, several collaborative filtering models are developed with the Surprise library [21], leveraging data from a video game platform. They converted total playing time per game to a 1 to 5 rating system, instead of a more common binary approach, through the Python cut() and rank() functions. In [20] an integration of implicit feedback to matrix factorization (MF) framework is explored. They used the popular Movielens-100k and Movielens-1M datasets that use a five-level integer rating system. On top of this explicit data, they derived three different implicit feedbacks and used it to improve the explicit MF model. The first implicit feedback is implicit user relationships which reflect user’s similarities based on their preferences; the second is rated records of items which reflect implicit influence among users for the same item, since users can observe previous ratings when deciding their own rating; and, lastly, the third implicit feedback is the positive attitude, which reflects a user feeling on an item, which is positive when a user gives 3 or more points to a movie, and negative otherwise.

This specific application of recommendation systems to mobile application stores is a relevant research topic due to the continuous increase of existing apps. Numerous works take into account specific characteristics of these items, such as versions and access permissions. In [22], a factorization machine model was developed by leveraging the interaction information between different feature views, such as description, permissions and category. Another work [23] takes into account that, with each version, the updates done to an application can significantly change them which can result in the interest of new users, sometimes making previous versions relevant to them. Other works focus on the security risks that come from the applications ability to access user’s sensitive information, such as [24] which recognizes that users may have specific privacy preferences for each app category, and [25] that recommends applications based on popularity and security features. Other recent works extract app functionalities from their description and reviews, and leverage them for recommendation. In [26] the authors retrieve hidden item topics from user reviews, and profile each app with the probability of topic distribution as a representation of their latent features. In [27] app functionalities are extracted from their respective description that are then used in a graph-based approach to predict new functionalities the user might be interested and to recommend candidate apps that contained them.

Lastly, our work introduces and analysis a real-world dataset of applications installed on users devices from February to December 2020. A similar analysis of user-app interactions has been made in [28] which focus on the application usage information of over 4100 users and the context of their activity, including time of day and location. Related datasets have also been provided in other works such as in [29], where the two distinct datasets provided contain 1390 and 3691 app reviews classified according to their Software engineering’s maintenance task (such as user experience, feature request, bug report and rating) retrieved from several mobile application stores. Similarly, in [30], a much larger dataset is supplied with over 280,000 user reviews of 395 applications as well as some code quality metrics for each application, including number of classes and depth of inheritance tree. Finally, in [31] a context-aware application usage dataset with over 90 thousand entries is provided, containing information regarding 957 users and 4082 apps. This latter dataset was the only one containing a unique user identifying, making it the only one possible to profile users according to their mobile application tastes, similarly to what we accomplish in this work, although at a much smaller scale.

III. Dataset

This section describes the dataset, provided by Aptoide, that has been used in our experiments, including the filtering and transformation process. In order to use collaborative filtering approaches, explicit ratings had to be extracted. As such, the process of converting the implicit information based on user activity into ratings, is also addressed.

A. Preliminary analysis

Our data comprise three snapshots collected from distinct moments throughout the year of 2020: the first is from February, 1st, the second is from July, 1st, and the third is from December, 1st. Each one of the snapshots contains a list of users who had showed some activity on that given day, such as installing, updating or uninstalling an application. The dataset contains information about the user activity, and a list of applications currently installed in the user’s device. All the three snapshots account for a total of about 4.5 million users, where the first snapshot shows the activity for about 1.3 million users, the second snapshot shows the activity for about 1 million users, and the third snapshot reports the activity for about 2.3 million users.

Figure 1 shows an excerpt of the data that corresponds to a user entry. Each user entry contains an origin field, which shows the type of user activity, the timestamp of the data retrieval, the language set on the device, the Aptoide user id, which has been masked to comply with Aptoide’s Data Protection Policy, alongside the user email, which has been removed. Finally, the apps field contains a list of the applications currently installed on the user’s device. Each element of this list has an id field for applications from Aptoide, a package, which reflects the application name, an optional store field, and sometimes the number of downloads for that application.

While the dataset corresponds to three days of user activity only, it provides interesting insights for the universe of the Aptoide users and available apps. Figure 2 presents the language distributions by the users on each one of the snapshots. The most represented languages in the user devices are: English (32.49%), Brazilian Portuguese (19.0%), Spanish (13.2%), Mexican Spanish (6.4%), and French (4.9%).
by Aptoide, and only about 8% of the user devices contain 10 or more applications, such statistics are quite different for the last snapshot, where only about 32% of the devices include 3 or less applications provided by Aptoide, and about 20% of the user devices contain 10 or more applications. Such results show a significant tendency for the adoption of applications provided by Aptoide.

The three snapshots contain data about 31372, 38700, 83137 distinct applications, respectively, but the vast majority was found in only a few of the user devices. Figure 4 shows the number of occurrences of a given number of device installations, for each one of the snapshots. These results depend from the number of records involved, which is also one of the main reasons for the bigger numbers corresponding to the last snapshot.

Finally, we have analysed the most popular applications. Table I shows the most popular applications for each one of the snapshots, disregarding the Aptoide system applications, together with the proportion of users that have the respective application installed on their device. We have observed an increasing adoption of the Aptoide store over the time, and the appearance of new applications in the second and third snapshots.
TABLE I
MOST POPULAR APPLICATIONS AND RESPECTIVE FREQUENCY.

<table>
<thead>
<tr>
<th>App</th>
<th>February</th>
<th>July</th>
<th>December</th>
</tr>
</thead>
<tbody>
<tr>
<td>WhatsApp Messenger</td>
<td>7.1%</td>
<td>6.9%</td>
<td>16.1%</td>
</tr>
<tr>
<td>Messenger</td>
<td>1.0%</td>
<td>3.7%</td>
<td>14.2%</td>
</tr>
<tr>
<td>Facebook</td>
<td>2.5%</td>
<td>7.6%</td>
<td>11.6%</td>
</tr>
<tr>
<td>Gboard - the Google Keyboard</td>
<td>5.2%</td>
<td>5.5%</td>
<td>7.7%</td>
</tr>
<tr>
<td>Instagram</td>
<td>3.2%</td>
<td>2.9%</td>
<td>11.2%</td>
</tr>
<tr>
<td>Gmail</td>
<td>5.1%</td>
<td>5.0%</td>
<td>5.4%</td>
</tr>
<tr>
<td>Netflix</td>
<td>2.0%</td>
<td>2.1%</td>
<td>5.8%</td>
</tr>
<tr>
<td>Youtube TV</td>
<td>2.6%</td>
<td>3.3%</td>
<td>5.2%</td>
</tr>
<tr>
<td>Google Duo</td>
<td>0.9%</td>
<td>1.3%</td>
<td>4.5%</td>
</tr>
<tr>
<td>Facebook Lite</td>
<td>2.1%</td>
<td>2.0%</td>
<td>4.3%</td>
</tr>
<tr>
<td>Microsoft Word</td>
<td>1.1%</td>
<td>0.9%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Discord</td>
<td>0.3%</td>
<td>0.4%</td>
<td>3.7%</td>
</tr>
<tr>
<td>Snapchat</td>
<td>1.2%</td>
<td>1.1%</td>
<td>3.1%</td>
</tr>
<tr>
<td>VLC for Android</td>
<td>1.6%</td>
<td>1.2%</td>
<td>2.0%</td>
</tr>
<tr>
<td>Microsoft PowerPoint</td>
<td>0.9%</td>
<td>1.0%</td>
<td>3.0%</td>
</tr>
</tbody>
</table>

Fig. 5. Analysis and transformation of Aptoide’s snapshots.

B. User Activity

Only users that are present in more than one snapshot are relevant for this work, since their activity can be inferred, to a certain degree, based on the differences between the corresponding lists of installed applications. The first and the second snapshots contain about 67,389 common users, the second and third snapshots contain about 65,521 common users, and the first and third snapshots contain about 47,763 common users. It is also interesting to note that the intersection of the three snapshots result in 25,234 common users, which suggest that these snapshots cover only a very small portion of the Aptoide users. Figure 5 illustrates the process of creating the final dataset used for training and evaluating our models. We have started by creating three temporary datasets, containing activity information about the overlapping users between a pair of origin and destination snapshots. In a second stage, we have merged the three temporary datasets, containing about 140 thousand entries, into a big dataset. Each entry in the dataset contains 3 lists that that can be used to derive the state of both the origin and destination snapshots: i) a list of applications installed in the origin snapshot, ii) list of installed applications, and iii) list of uninstalled applications. Finally, we have discarded all the entries where the list of installed applications was empty, which resulted into a final dataset containing 112,281 relevant entries.

We assessed the users’ activity patterns within the three different dates, as depicted in the box plots in Figure 6, in which the outliers were removed. Firstly, between February and July, the majority of users installed and uninstalled no more than 1 Aptoide application, more specifically 62.6% and 65.1% of users, respectively. On average, users installed 2.28 and uninstalled 2.17 applications in this time period. The highest numbers of installed and uninstalled applications from a single user were, respectively, 56 and 50. Between July and December, the majority of the users, more specifically 52.2%, installed 1 Aptoide application, and 56.4% of users did not uninstall any applications. On average, users installed 3.22 and uninstalled 1.77 applications in this time period. The highest number of installed and uninstalled applications from a single user was 64 and 52. Finally, between February and December, the majority of the users installed and uninstalled no more than 1 Aptoide application, more specifically 55.3% and 65.2% of users, respectively. On average, users installed 3.22 and uninstalled 1.77 applications in this time period. The highest numbers of installed and uninstalled applications from a single user were, respectively, 71 and 56.

C. Explicit Ratings dataset

In order to quantify the preferences of the users, we have defined a rating score based on the activity of the users. For a given user, if an application was maintained or installed it was scored as 2, and if the user uninstalled the application it was scored as 1. This process resulted into a set of 3,170,780...
scores for a set of 74,850 applications. However, in order to increase the significance of our results, while also reducing the computational complexity of our models, we have filtered out all the applications with less than 100 ratings and removed user entries with less than 20 ratings, which resulted in a final dataset containing 2,102,052 scores, involving 48,863 users and 3,181 different applications.

IV. RECOMMENDATION MODELS

This section presents the methods used to develop the recommendation models, namely Slope One [32], Matrix Factorization-based [33], [34], and Neighborhood-based [12], that were used in the scope of this work. All the recommendation models were built using the well-known Surprise Library [27], commonly used for building and analyzing recommender systems in Python. The reminder of this section overviews each one of these models.

A. Baseline models

To better analyse our work we also leveraged two baseline methods built using simple methods. The first one is implemented with the NormalPredictor surprise class which generates a random prediction, \( \hat{r}_{ui} \), based on a normal distribution \( N(\mu, \sigma^2) \) of the training data, \( R_{\text{train}} \), where \( \sigma \) and \( \mu \) are calculated through Maximum Likelihood Estimation, as seen in the following equations:

\[
\hat{\sigma} = \sqrt{\frac{\sum_{r_{ui} \in R_{\text{train}}} (r_{ui} - \hat{\mu})^2}{|R_{\text{train}}|}}. \tag{1}
\]

Although this algorithm is a good starting point for a baseline, it is simply a random number generator and does not take into account the user and the item bias that better resemble the preferences of each user, which we will consider in Collaborative Filtering.

Our second baseline model is the same baseline estimate used in [35] and takes these biases into consideration, by predicting the user rating for a given application, \( \hat{r}_{ui} \), through the Equation 3 where \( b_u \) and \( b_i \) correspond to the user and application bias. To estimate these values, we minimized the regularized squared error in Equation 4 considering \( \lambda \) as the regularization parameter, and using Alternating Least Squares with the default values of the BaselineOnly surprise class.

\[
\sum_{r_{ui} \in R_{\text{train}}} (r_{ui} - (\hat{\mu} + b_u + b_i))^2 + \lambda (b_u^2 + b_i^2). \tag{2}
\]

\[
\hat{r}_{ui} = \mu + b_u + b_i, \tag{3}
\]

B. Slope One

Slope One [32] is a simple, yet accurate, collaborative filtering algorithm. The Surprise Library implementation of the method takes into account the average difference between the ratings of users who have at least one application in common. The predictions can be computed as follows:

\[
\hat{r}_{ui} = \mu_u + \frac{1}{R_i(u)} \sum_{j \in R_i(u)} \left( \frac{1}{U_i \cap U_j} \sum_{u \in U_i \cap U_j} (r_{ui} - r_{uj}) \right). \tag{4}
\]

In the previous equation, \( U_i \) and \( U_j \) are the sets of users for which implicit ratings (1 or 2) have been drawn for applications \( i \) and \( j \), respectively, and \( R_i(u) \) is the set of items rated by \( u \) that were also rated by users that rated item \( i \).

C. Neighborhood based models

Another approach we used was a nearest-neighborhood algorithm to find neighborhoods of similar users, based on their ratings. These neighborhoods have a maximum of \( k \) neighbors and to find this similarity between users, the model computes the Mean Square Difference (MSD) between ratings of the same items as seen in Equations 5 and 6, where \( I_u \) corresponds to the list of items rated by user \( u \). The addition of 1 in the latter equation is to enforce a non 0 denominator.

\[
\text{MSD}(u, v) = \frac{\sum_{r_{ui} \in I_u \cap I_v} (r_{ui} - \hat{r}_{ui})^2}{|I_u \cap I_v|} + 1, \tag{5}
\]

\[
\text{sim}(u, v) = \frac{1}{1 + \text{MSD}(u, v)}. \tag{6}
\]

We used the KNN Basic class, which uses the KNN algorithm to determine the neighborhoods \( N_i(.) \) and, afterwards, computes the rating predictions as the weighted sum seen in Equation 8 used in [12].

\[
\hat{r}_{ui} = \frac{\sum_{v \in N_i(u)} \text{sim}(u, v) \cdot r_{vi}}{\sum_{v \in N_i(u)} \text{sim}(u, v)}. \tag{7}
\]

D. Matrix Factorization

The last class of tested algorithms was Matrix Factorization, where the rating prediction is computed based on Equation 9 where \( q_i \) is the corresponding item column of the items’ latent factors matrix \( Q \), and \( p_u \) is the corresponding user column of the users’ latent factors matrix \( P \). To determine these matrices we tried two different algorithms.

\[
\hat{r}_{ui} = \mu + b_u + b_i + q_i^T p_u. \tag{8}
\]

The first method we used was Single Value Decomposition (SVD) [36], which was popularized in the Netflix Prize [33]. We leveraged the the Surprise prediction class SVD, minimizing the following error function:

\[
\sum_{r_{ui} \in R_{\text{train}}} (r_{ui} - \hat{r}_{ui})^2 + \lambda (b_u^2 + b_i^2 + ||q_i||^2 + ||p_u||^2). \tag{9}
\]
Stochastic Gradient Descent (SGD) was used to update the variables $b_u, b_i, p_u, q_i$. Let $\gamma$ be the learning rate and $\lambda$ a regularization factor. The updates can be computed as follows:

\[
\begin{align*}
    b_u &\leftarrow b_u + \gamma (r_{ui} - \hat{r}_{ui} - \lambda b_u), \\
    b_i &\leftarrow b_i + \gamma (r_{ui} - \hat{r}_{ui} - \lambda b_i), \\
    q_i &\leftarrow q_i + \gamma ((r_{ui} - \hat{r}_{ui}) \cdot q_i - \lambda q_i), \\
    p_u &\leftarrow p_u + \gamma ((r_{ui} - \hat{r}_{ui}) \cdot p_u - \lambda p_u).
\end{align*}
\]

Another method used was Non-negative Matrix Factorization (NMF) [34]. We used the unbiased version, in which it sets the same prediction as in [9] but with $b_u$ and $b_i$ with null value. This algorithm also uses SGD, but, at each step, the latent factors matrices are updated as follows:

\[
\begin{align*}
    p_u &\leftarrow p_u \cdot \frac{\sum_{i \in I_u} q_i \cdot r_{ui}}{\sum_{i \in I_u} q_i \cdot \hat{r}_{ui} + \lambda_i |I_u| p_u}, \\
    q_i &\leftarrow q_i \cdot \frac{\sum_{a \in U_i} p_u \cdot r_{ui}}{\sum_{a \in U_i} q_i \cdot \hat{r}_{ui} + \lambda_i |U_i| p_u}.
\end{align*}
\]

V. RESULTS

This section presents the achieved evaluation results. Since we introduced a novel dataset, we now show the results for the previously described well-established collaborative filtering techniques on top of our implicit binary ratings. For evaluation metrics, we consider the Precision@$k$ ($P@k$), the Recall@$k$ ($R@k$), and the F1-score@$k$ ($F1@k$), which were computed as follows:

\[
\begin{align*}
    P@k &= \frac{1}{|U_T|} \sum_{i=1}^{|U_T|} \frac{|\text{Rel}_i \cap \text{Rec}_{k,i}|}{|\text{Rel}_i|}, \\
    R@k &= \frac{1}{|U_T|} \sum_{i=1}^{|U_T|} \frac{|\text{Rel}_i \cap \text{Rec}_{k,i}|}{|\text{Rec}_i|}, \\
    F1@k &= \frac{2 \cdot P@k \cdot R@k}{P@k + R@k}.
\end{align*}
\]

In the previous equations, $U_T$ is the test set of users, $\text{Rec}_{k,i}$ is the set of $k$ recommendations for the $i^{th}$ user, and $\text{Rel}_i$ is the set of applications deemed relevant for the $i^{th}$ user. Given our implicit ratings, the recommendation threshold was set to 1.7, since rating predictions close to 1 symbolize a high probability of a negative user opinion of an application.

All the models were trained with 5-fold cross validation with the Kfold Surprise model iterator. We will now be comparing the results of each model produced when tuning their parameters. Table I contains the best results for each algorithm. The NormalPredictor algorithm, which statistically predicts the ratings from a normal distribution estimated from the training data as seen in Equations I and II showed the worst result, as expected, with a F1@20 of 0.674. The BaselineAlgo presented much better results, as it actually accounts for user and item bias as seen in Equation I achieving a F1@20 of 0.845.

The Slope One algorithm was the only one, besides the NormalPredictor, yielding worse results than the BaselineOnly model, with an F1@20 of 0.827, as it is a very simple implementation of collaborative filtering. Its computational cost was also higher than the baseline, but much lower than our remaining models.

The neighborhood based model KNNBasic produced the best F1 results, with a maximum value of 0.892 in F1@20, but at an extremely high computational cost. We used Surprise’s default parameters and we were unable to train models with a number of neighbors $k$ higher than 10 with our resources. The model with this aggregation parameter set to 5 had a slightly better P@20 of 0.886 and worse R@20 of 0.856 and F1@20 of 0.871, when compared to the model with the aggregation parameter set to 10, which yielded a P@20 of 0.882, a R@20 of 0.856 and F@20 of 0.892.

For the SVD algorithm we used Surprise’s default parameter values and a learning rate of 0.2 during training to compare our models when varying the number of latent factors between 10, 20, 50, 100 and 200, and the number of epochs between 10, 25, 50, 75, 100 and 200, as seen in figure [7]. As expected, a higher number of epochs produced better results, as well as a higher number of latent factors, since they allowed a more rigorous profile of our users and applications, at a computational cost. This model produced the highest P@5 of 0.913, which was obtained with 200 latent factors and 200 epochs.

Finally, the NMF algorithm produced very similar results to the SVD, and even produced the highest recall value of 0.971 in R@20, but it was much more difficult to train as it is highly dependent on initial values. As an example of the impact the initialization has on this recommendation system, by changing the bounds of the random initialization of factors from (0.0, 1.0) to (0.0, 0.2), the F1@10 for the NMF model with 25 epochs and 100 factors changed from 0.0005 to 0.7583. Apart from these parameters, we used Surprise’s default parameters and compared our models when varying the number of latent factors between 10, 20, 50, 100 and 200, and the number of epochs between 20, 50, 100 and 200. The F1@10 results from this algorithm can be seen in figure [8] where all the models were initialized with values between 0.1 and 0.4, as these produced the best scores.

VI. CONCLUSION

This work introduces a novel dataset provided by Aptoide that reports the installed applications for over 4 million users in three different daily snapshots during 2020. We analysed the behavior of the users that appear in the three snapshots, inferring implicit binary ratings for applications based on installs and uninstalls. We have compared six well-established collaborative filtering techniques on top of the binary ratings. These models were trained using a 5-fold cross validation with an 80/20 training/test dataset split, and evaluated using the Precision@$k$, Recall@$k$, and F1-score@$k$ metrics.

The presented findings found that for this dataset, the SVD-based model achieves the higher precision results, and the NMF-based achieves the best recall ones. However, at an
higher computational cost, the KNNBasic model achieves a better trade-off between both, yielding the higher F1-scores.

This way, we were able to successfully benchmark this dataset for recommendation, presenting the results for the most well-known techniques, thus allowing future experiments with different techniques. However, due to our computational limitations, we were not able to fully leverage this extensive dataset, since we excluded a lot of applications with few ratings, leading us not to address the cold start problem.

Future directions include the study of semantic relations between applications, in order to better detect similar apps that might not be that popular [37]. Also, recent work has studied the benefits of the usage of auto-encoders for collaborative filtering, and such approaches can be considered leveraging our dataset and implicit feedback [38]–[40]. Additionally, we only took into consideration the installs and uninstalls from users, but it could be interesting to implement an hybrid model, as in [41], that combines demographic information (such as age, location) in an attempt to increase the accuracy of user similarity. Finally, the chosen binary rating makes the overall task easier, and this may have impacted the overall performance. Other possible approach to a more comprehensive characterization of users’ profiles may take into account the change of users’ likes over time, as explored in [42].
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