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Abstract: Artificial intelligence (AI) and cognitive computing (CC) are different, which is why each
technology has its advantages and disadvantages, depending on the task/operation that a business
wants to optimize. Nowadays, it is easy to confuse both by simply associating CC with the widespread
theme of Al This way, companies that want to implement AI know that what they want, in most
cases, are the features provided by CC. It is important in these situations to know how to differentiate
them, so that it is possible to identify in which circumstance one is more suitable than another, to get
more out of the benefits that each has to offer. This project focuses on highlighting the capabilities of
both technologies, more specifically in business contexts in which the implementation of intelligent
systems and the interest of companies in them is favourable. It also identifies which aspects of these
technologies are most interesting for companies. Based on this information, it is evaluated whether
these aspects are relevant in decision making. Data analysis is carried out by employing partial least
squares structural equations modelling (PLS-SEM) and descriptive statistical techniques.

Keywords: artificial intelligence; cognitive computing; business management; intelligent systems;
partial least squares structural equations modelling

MSC: 62P30

1. Introduction

We find ourselves in the age of intelligent machines and systems; from cars to com-
puters, watches, thermostats, and light bulbs, these objects surround us. For the first time
we have created something that thinks, evolves, and improves over time by observing the
interaction of its surroundings, interconnecting them, and creating artificial intelligence
(AI) (Hulten, 2019) [1].

Spiro et al. (2017) [2] note that Al has become an increasingly popular topic in both the
technology and business worlds. However, similar to other general-purpose technologies,
the full impact of Al will not be felt until several complementary advances have been
created and put into use. Its costs, organizational changes, and new skills can all be viewed
as a form of intangible but crucial capital.

Despite its existence for several decades, the increasing popularity of Al is due to
three main factors: the growth of big data, the availability of cheap and scalable computing
power, and the development of new Al techniques (Overgoor et al., 2019) [3]. Another
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contribution is its significant benefits, as Al can reach well-founded conclusions, with the
potential to exceed human capability with unmatched efficiency (Chang, 2016) [4].

However, cognitive technologies are still maturing. Despite the benefits, there is still
a lack of talent, integration with systems remains a major challenge, and many of the
initiatives linked to the topic focus on the internal functions of companies, rather than
on developing new products or improving the customer experience (Davenport et al.,
2017) [5,6].

Coleman (2019) [7] reflects that there has been less and less time for the human
species to absorb, adjust, and incorporate new technologies. Intelligent systems have
the potential for much more and could evolve exponentially. However, there is a large
gap between what is considered achievable—and, in turn, aspired to—and what is feasi-
ble. Ransbotham et al. (2017) [8] indicate that in a study where over 3000 executives were
involved, three-quarters believe that Al will enable their companies to advance new busi-
nesses. Almost 85% believe that it will help their companies gain a competitive advantage;
yet of the companies involved in the study, only 5% had seriously incorporated Al into
their offerings and processes.

In this way, considering what was mentioned above and the relevance of technological
monitoring by companies (Grover et al., 2020) [9], it becomes important to address the
interest and involvement of Portuguese companies in this issue.

Companies, by infusing artificial intelligence into systems and processes, may not only
become more efficient but also improve their customer satisfaction, discover new business
opportunities, and anticipate risks and threats, thus, having the opportunity to pre-empt or
make the most of the circumstances provided by Al To evolve and/or keep up, businesses
need cognitive technologies that allow them to gather and integrate data from various types
of sensors and other information sources, and, furthermore, to analyse, deduce, reason
based on these data, and learn from their interactions with those sources (Mallick and
Borah, 2019) [10]. Taking this into account, the interest of companies in intelligent systems
is fundamental and it is for this reason that this project intends to ascertain their level of
interest, verifying if it differs between artificial intelligence and cognitive computing, since
the different approaches that each one has can affect the perception of companies before
intelligent systems, this being another factor that motivates the development of the project
and the specific title.

Depending on how companies want to take advantage of intelligent systems, they
must be aware that there are different types of solutions and that the decision between
different intelligent systems may depend not only on the type of function they want to
change and optimise with the help of these but also on other factors, such as the company’s
culture and activity sector.

This study revolves around the differences between different types of intelligent sys-
tems, with artificial intelligence and cognitive computing being addressed and compared.
The research focuses on assessing whether there is interest in intelligent systems by compa-
nies, how interest may vary between different types of systems and their attributes, and
how the implementation and use of these systems vary between companies.

To better outline a plan to answer the question, the following objectives were set:

1. To analyse the level of interest of Portuguese companies in intelligent systems.
To identify patterns in the use of intelligent systems among companies and what
functionalities of ISs are desired by firms.

3. To verify whether the intended functionalities and strands of ISs when coupled with
Al and CC contributed to the decision between both technologies.

The investigation of the proposed theme was started begins in the literature review,
discussing intelligent systems in their generality, which, consequently, led to the exploration
of some of the main systems that fit into this class, also discovering their involvement in
business environments.

After ascertaining the theme, we identified the acquired knowledge and the relevant
variables to obtain answers to the research questions. These variables were the basis for
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the development of a questionnaire that seeks to obtain meaningful data for the study,
data that once interpreted, revealed the results. In this way, the data that resulted from the
sharing of the questionnaire was observed to identify the type of sample of respondents,
making it clearer to interpret and compatible with the means of the analysis selected.

To answer RQ1, RQ2, and RQ3, the PLS-SEM (partial least squares structural equations
modelling) conceptual model was used, which tested the contribution of the selected vari-
ables in determining the interest of companies in intelligent systems, using the SmartPLS3
software. Whereas to answer RQ4, RQ5, and RQ6, the data obtained were analysed using
descriptive statistical techniques using Microsoft Excel. In the case of RQ4 and RQ5, an
attempt was made to find aspects and patterns that differentiate based on the company’s
sector and functionalities/benefits sought by intelligent systems. The answer to RQ6
required an adaptation to the research, taking into account that the answer to the said
question is a gap in the literature, which led to the identification and differentiation of
attributes and aspects of both artificial intelligence and cognitive computing, and these
same attributes were evaluated via the questionnaire, corresponding to each’s level of
importance, ultimately relating the data obtained to Al and CC attributes, attempting to
reveal if there is a difference in interest in the attributes of one or the other IS.

2. Intelligent Systems
2.1. Framework

Intelligent systems (IS) offer a standardized methodological approach to solving
important and rather complex problems to obtain consistent and reliable results over time.
Drawing from various dictionaries, intelligence means the ability to understand, interpret
and profit from the experience. There are, of course, other meanings, such as the ability
to acquire and retain knowledge, mental capacity, and the ability to respond quickly and
successfully to a new situation, among others (Rudas and Fodor, 2008) [11].

Recently, Rodriguez et al. (2016) [12] defined intelligent systems as a name attributed
quite generally to systems, machines, and devices integrated or controlled by computa-
tional means, which possess a certain degree of intelligence with the ability to collect
and analyse data and communicate with other systems. There is a growing interest in
developing intelligent technologies that enable users to perform complex tasks in different
environments with relative ease. According to Kumar (2002) [13], intelligent systems is
something complicated and surrounded by much debate. From the perspective of comput-
ing, the intelligence of a system can be characterised by its flexibility, adaptability, memory,
learning, temporal dynamics, reasoning, and the ability to manage information considered
uncertain and imprecise.

Based on other similar considerations on the subject, Rudas and Fodor (2008) [11]
formulated an acceptable definition of intelligent systems, and this was adopted throughout
this study. They defined these as systems that emulate some aspects of intelligence demon-
strated and present in nature. These include learning, adaptability, and robustness across
problem domains, efficiency improvement, information compression, and extrapolative
reasoning. However, they point out that regardless of the definition, there is little doubt
that artificial intelligence (Al) is an essential basis for building intelligent systems.

2.2. Artificial Intelligence

Artificial intelligence emerges from science fiction and is seen as a frontline example of
technologies that can change the world. It is the study and engineering discipline of com-
puter programming that performs tasks that would normally require human intelligence.
It is also the designation used when referring to a program that is artificially intelligent due
to its programming (Wilkins, 2019) [14]. According to Sangaiah et al. (2018) [15], Al is just
that, the perception of intelligence due to how something has been programmed, being
limited to performing tasks defined by rules and coded by humans; hence, it is artificial.
This means that the success of Al relies heavily on humans perceiving and anticipating
the complexity of possible and idealised scenarios and their ability to encode the logical
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solution to each of these scenarios and associate them with a system. Computers can
compare information structures from a constant stream of data, but they do not really
understand the data.

In the view of Agrawal et al. (2019) [16], artificial intelligence could increase produc-
tivity so dramatically that people would have more income and less unpleasant work to do.
However, beyond the more positive outlook, there are many pessimistic views about the
overall impact of Al on society. Public figures, such as Elon Musk and Stephen Hawking,
warn that Al could lead to a handful of companies dominating society, leaving few jobs for
humans, thus, adding another variable that contributes to rising inequality.

Hans-Christian Boos (Founder and CEO of Arago, 2018) explained, “80% of all pro-
cesses that don’t use human-to-human communication can and will be run by a machine,
which is putting the economy upside down, Al is the way to do it. Humans can then
go back to what they are good at, being creative and nice to each other. We aren’t good
at working as machines, which is one of the reasons why, in highly developed countries,
people get depressed”.

Haenlein and Kaplan (2019) suggest two ways to classify Al, the first is based on the
evolutionary stages of Al, which can be divided into three types, constrained artificial
intelligence, general intelligence, and superintelligence, and the second way they classify it
is related to the type of intelligence exhibited by an Al system. The intelligence exhibited
by an Al system can be cognitive, emotional, or social intelligence, or, alternatively, Al
systems can be classified as analytical, human-inspired, or humanised Al, respectively.

Zhang and Dafoe (2019) [17], through the completion of a questionnaire, analysed the
potential negative consequences of ISs (such as artificial intelligence), where respondents
considered five out of a total of fifteen global risks, with the purpose of comparing every-
one’s answers and interpreting their perception of Al based on their notions of potential
risks of Al implementation. Fast and Horvitz (2017) [18] suggest that the potential risks are
not just perceptions but something with the potential to impact the world as we know it,
which is why they state that it is necessary for governments to regulate the development
of Al, considering that public expectations about Al diverge greatly from what is possible
to happen, as society presents high(er) enthusiasm and expectations before these systems.
According to Bhatnagar et al. (2018) [19], the threats associated with intelligent systems
exist independently of them, but the implementation of technologies with Al can certainly
accelerate the process. The role that ISs can play in both enhancing and undermining the
environments in which they are deployed contributes to the fact that in many question-
naires about cybersecurity, practitioners in the field show little confidence in Al-based
defence systems.

2.3. Machine Learning

7

According to Wilkins (2019) [14], whenever one sees the words “artificial intelligence’
in a news article or product advertisement, they predominantly refer to narrow Al Narrow
Al is divided into broad categories; one of the most well-known of which is machine
learning (ML). This is a process in which algorithms can “learn” based on large amounts of
data being fed to a system; these serve as an example and basis for it. ML fits into narrow
Al because it can learn to do one thing very well but usually cannot generalise it to other
problems. ML is powerful in certain contexts but has perceptible limits.

Humans perform many tasks that are difficult to code. For example, humans are good
at recognising familiar faces, but it is complicated to understand and explain this ability.
Machine learning gets around this by connecting name data to data on face images and
predicting which image data patterns are associated with which names (Agrawal et al.,
2019) [16].

The inability to generalize knowledge is an important aspect of ML; this means that
a system has a specialized use. Algorithms can learn to drive a car safely; however, this
learning is not applicable to driving a car in a video game, at least not without being
retrained. In addition to narrow Al, which is more common and present nowadays, we
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have another type of Al, known as artificial general intelligence (AGI), considered by
researchers in the field as the most valuable. A machine that possesses AGI can think
at levels comparable to humans. This can perform tasks that fall under narrow Al and
generalise the same problem-solving techniques to other problems it encounters (Wilkins,
2019) [14].

The cognitive insights provided by ML differ from those available in traditional
analytics in three ways: they are typically much more intensive and detailed, models are
typically trained on some part of the dataset, and models become better. That is, their
ability to use new data to make predictions or put things into categories improves over
time (Davenport and Ronanki, 2018) [20].

Historically, machine learning and Al have been seen as techniques of mysterious,
sinister, or even magical scopes and often lack convincing evidence to persuade the industry
that these techniques will work repeatedly and consistently with a return on investment.
One reason for this is that the performance of machine learning algorithms is highly
dependent on a programmer’s experience and preferences (Lee et al., 2018) [21].

2.4. Cognitive Computing

It is also in artificial intelligence that cognitive computing is inserted. It arises from
the need to combat some of the restrictions that narrow Al poses by adapting cognition
with the aim of replicating the process of cognition in inanimate objects, making them
intelligent, something that was not possible with conventional techniques (Sangaiah et al.,
2018) [15]. According to Mallick and Borah (2019) [10], cognitive computing represents
knowledge management in computer-human interaction and plays a vital role in this
“bridge” by integrating several advanced intelligent systems disciplines, such as signal
processing, natural language processing, speech, writing, visual analytics, and capabilities,
for interaction with other stakeholders through dialogue and descriptive narrative.

The goal of cognitive computing is to develop systems that mimic human behaviour,
learn for themselves by example, and can be implemented in human working environments.
CC is related to the multidisciplinary study of cognitive and information sciences. It
investigates human information processing mechanisms and their engineering applications
in the field of computing, with the aim of finding technology-based solutions to not
necessarily automate activities currently performed by humans and make decisions for
themselves but to supplement decision making (Mallick and Borah, 2019) [10].

Mallick and Borah (2019) [10] consider cognitive computing an expanding domain
composed of cognitive and information sciences that focuses on human information pro-
cessing, mechanisms, and processes in the context of computer applications. Its main
objective is to research and develop technologies to facilitate and enhance the informa-
tion management capabilities of individuals by developing and applying new concepts
in human-system integration to solve cognitive bottlenecks (e.g., limitations in attention,
memory, learning, comprehension, visualization, and decision making). Mitigations of
this kind justify why research areas in psychology/behavioural science, neuroscience,
artificial intelligence, or linguistics contribute to the development of various applications
and technologies. According to Wilkins (2019) [14], this is the reason why many researchers
study the development of intelligence in humans from the gestation period in parallel with
AL For the better, the more one can understand these means of human intelligence creation,
the greater the chances that one day it will be possible to properly apply them to computers.
However, both Al and the aforementioned mitigations are areas where there is still much
to be discovered and understood.

For now, modern CC still falls far short of being able to replicate the behaviour of
the human brain or any genre of intelligence of the same level (Chen et al., 2018) [22]. To
serve as a comparison, a large hardware-based neurological network/chain contains about
1 million nodes (nodes) and needs half a nuclear power plant to power it, while an adult
brain contains 86 billion nodes and translated into watts has a power consumption of 20 w
(Finch et al., 2017) [23].
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2.5. Intelligent Systems in Companies

According to Vaidya et al. (2018) [24], Industry 4.0, although a visionary concept in
some aspects, is still realistic, representing the fourth industrial revolution, a new level of
organisation and control over the entire value chain of the product life cycle.

This revolution institutionalises the technical integration of cyber-physical systems in
production, logistics, Internet of things (IoT) usage, and services in industrial processes,
including consequences for new value creation, business models, downstream services,
and work organisation. These cyber-physical systems represent the networked connec-
tions between humans, machines, products, objects, and information and communication
technology (ICT) systems. In the next five years, it is predicted that more than 50 billion
connected machines will exist worldwide (Wisskirchen et al., 2017) [25].

Wisskirchen et al. (2017) [25] note that the introduction of Al in the service sector
distinguishes the fourth industrial revolution from the third. Additionally, Lee et al.
(2018) [21] highlight the urgent need for systematic development and implementation of
Al to see its real impact on the next generation of industrial systems, namely Industry 4.0.

Industrial Al is considered a systematic discipline, which focuses on the development,
validation, and implementation of various machine learning algorithms for industrial
applications with sustainable performance. It acts as a methodology to provide solutions
for industrial applications and acts as a bridge connecting the results of academic Al
research with industry practitioners (Lee et al., 2018) [21].

Nowadays, manufacturers want to focus on requirements that are almost individu-
alised in their efforts to reach all potential customers, which is why the industry in the
future will have to provide a dynamic production line where not only are products made
but also a combination of products and services are offered to gain competitive advantage,
driving production to constantly change and adapt. For this to be possible, it is impor-
tant that the degree of automation moves to the next level, where sensitive computing by
analysing information from the environment in which it is implemented should be able to
predict the next steps in production, with virtually no interaction with the user, resembling
artificial intelligence (Dopico et al., 2016) [26].

Lee et al. (2018) [21] highlight that the expectations of Al for the industry are enormous
due to its versatility and that only partial fulfilment of these expectations would pose unique
and real challenges to Al applications in industries.

Dopico et al. (2016) [26] indicate that the basic idea of Industry 4.0 rests on the
combination of hardware and software devices. This includes the construction of a “smart
factory” where humans, machines, and resources communicate with each other and work
collaboratively, building more complex networks that, on the other hand, will have the
potential to reduce resources. Artificial intelligence frameworks will help in the creation of
these networks by equipping machines with capabilities to learn, reason, and act, based on
information gathered during industrial processes.

It is important that companies look at Al through the lens that sees it in terms of its
business capabilities and not just as a new technology to adopt. Broadly speaking, Al can
support three important business needs: automating business processes, gaining insights
through data analysis, and engaging customers and employees. A study by Davenport and
Ronanki (2018) [20], where 152 Al implementation project were analysed, presented these
same needs.

According to Schatsky et al. (2016) [27], RPA is more advanced than the first business
process automation tools because those considered robots in RPA are in most cases code
being run on a server that acts like a human, inputting and consuming information from
multiple IT systems. It is also among the least expensive and easiest cognition technologies
to implement, offering a quick and high investment return. However, it is considered one of
the least intelligent, as these are generally applications that are not programmed to learn
and improve and are particularly suited to working across multiple back-end systems.

Organisations tend to take a conservative approach to customer-facing cognitive en-
gagement technologies, largely due to their immaturity. Facebook, for example, found that
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its Messenger chatbots were unable to respond to 70% of customer requests without human
intervention. Due to this, Facebook and several other companies are restricting bot-based
interfaces to certain topic domains or conversation types (Davenport and Ronanki, 2018).

Companies in the study by Davenport et al. (2017) [5,6] tend to use cognitive en-
gagement technologies more to interact with employees than with customers. This may
change as companies become more comfortable with moving customer interactions to the
charge of machines. Davenport and Ronanki (2018) [20] provide some examples, such
as SEBank in Sweden and medical technology giant Becton, Dickinson using the avatar
Amelia, a realistic, intelligent agent serving as an internal help desk for IT support. SEBank
recently made Amelia available to customers on a limited basis to test its performance
and responsiveness.

Davenport (2017) [5,6] surveyed 250 executives from various companies who were
familiar with their use of cognitive technologies to learn about their goals when it came to
Al initiatives. In this survey, they were presented with several benefits previously identified
as popular and asked which of these the executives agreed were benefits.

Davenport mentions the Vanguard Group, an investment management firm, managing
over USD 4 trillion in assets, which in 2015 announced a new semi-automated investment
service, “Personal Advisor Services”. This was an extensive project, with several aspects
taken into consideration, such as the product, technology, process design, and essential
redesign of the role of the firm’s advisors. The consultants were given a much more specific
role while a cognitive technology-based intervention took a simpler approach, which
started to perform some of the tasks that were, in the past, the consultants’ job, relieving
some of the burdens on them.

Enterprise applications of cognitive computing have been creating a lot of excitement
for businesses. However, despite all this interest, the impact of CC is yet to be expanded
on a wider scale. One of the main reasons that, for now, limits the potential of these
enterprise applications is the lack of knowledge and understanding of their contribu-
tion to an organisation’s goals and the challenges associated with their implementation
(Tarafdar et al., 2017) [28].

According to Tarafdar et al. (2019) [29], who analyse enterprise cognitive computing
(ECC), which is CC at the enterprise level, in a call centre, these applications can answer
calls made by customers in 5 s, 24 h a day, 365 days a year; accurately resolve the problem
occurring on the first call 90% of the time; and transfer complex problems to staff, with less
than half of customers being aware that they are interacting with a machine, an example
that demonstrates the current capabilities of ECC applications.

The implementation of a good cognitive computing system depends not only on
excellent work by a programmer but also on a very good understanding of the tasks,
workflows, and process logic that exist in a company. That, in turn, will help to understand
if CC is really the route to take to optimise the company in general or in a specific function
and if the business value of such an implementation would justify the costs (of time,
adaptation, and money, among others) (Finch et al., 2017) [23].

Based on their study, Chen et al. (2018) [22] report that overall, expectations for Al
are high across varied industries and organisations, regardless of their size or location.
Although most executives have not yet seen substantial effects of Al, they clearly expect
them to be tangible in the next five years. Across all organisations, only 14% of respondents
believe Al is currently having a major impact on their organisation’s offerings and 15% on
its processes. However, 63% and 59%, respectively, anticipate these effects in as little as
five years.

The Executive Office of the President of the United States of America (2016) [30]
reports that it can currently be challenging to predict exactly which jobs are closest to being
affected by Al-conditioned automation. As Al is not a single technology, but a collection
of technologies applied to specific tasks, some jobs will be more easily automated than
others, and, in turn, the tasks of some will be affected more than others, both negatively
and positively. Some jobs can be automated almost 100% of the time, while, in other cases,
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Al-based automation will make many employees more productive and increase the demand
for certain skills.

The business scopes in which Al can be applied may not be as interesting as some
of the themes surrounding it, such as autonomous cars, but they can bring a lot of value
through dramatic improvements in performance, profitability, and customer satisfaction
(Tarafdar et al., 2019) [29].

In a study conducted by Sataloff et al. (2017) [28] it was presented that the ISs have
a great impact on jobs, having the possibility to increase the efficiency and income of
companies; however, it was shown that its impact fluctuates according to the variable of
the sector of activity or employment in which the systems are implemented. In addition, it
was also observed that there is uncertainty about the impact of the IS by the user; however,
this uncertainty is reducing due to the perspective that society has been developing about
its benefits, from autonomous cars to personal assistants, acquiring knowledge about how
much safer and more convenient life becomes with the implementation of IS.

3. Methodology
Research Model

In order to be able to work and extract results from this research, a series of questions
and aspects concerning intelligent systems were initially investigated to obtain a general
notion of how these systems are interpreted by employees and are inserted into companies,
by deciphering the perception and interest of employees in relation to the corresponding
factors. These factors are taken into consideration because they help understand if it is
pertinent to study the research phases that follow, such as measuring the effects of ISs
according to activity sectors and comparing different types of technologies, given that the
possibility of respondents presenting a lack of interest in intelligent systems may condition
the data obtained, concerning which benefits and aspects are considered most important
and if there is a preference between different systems.

All the research questions (RQ) were derived by the defined objectives and are inte-
grated with the variables from the literature. Each variable was defined by one or more
construct from the literature that is established to develop the research model and prepare
the research instrument. Finally, the hypotheses are proposed to evaluate the relationship
between the variables using the mathematical model.

In order to answer the research questions, quantitative techniques were used, namely
structural equations modelling (SEM) and descriptive statistics, to be addressed individu-
ally in the next sections.

Figure 1 illustrates the research model, which shows the three objectives (in a more
compact format) referred to in the first chapter, showing how the different research ques-
tions contribute to the achievement of each objective and the selected indicators, with their
respective bibliographic reference, and question posed in the questionnaire were based on
them, which enabled the development of the questionnaire and, in turn, will be used to
achieve the objectives by obtaining answers to the research questions. This same figure also
illustrates the interconnection of the hypotheses of Table 1 with their respective objectives
and research questions.
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1. Business-level benefit (Fast & Horvitz, 2017)
2. Performance (Bhatnagar et al., 2018)

4

RQ2. Usefulness of the ISs

1. Opportunity (Fast and Horvitz, 2017)

2. Threat (Zhang and Dafoe, 2019) RQI1. Perception
regarding ISs

3. Impact on society (Bhatnagar et al., 2018)
4. Trust (Bhatnagar et al., 2018)

Contribution to
the (?) between Al
and CC

Obj 2. patterns in
the use of ISs and

H2
y

intended

Obj 1. level of

interest dm SIs

RQ6. Importance of Al RQ5. Benefits RQ4. Impact on different
and CC strands sectors

ﬂ N H3
RQ3. Need to

implement ISs

T

| ] 1. Potential (Davenport, 2017)
2. Innovation (Fast & Horvitz, 2017)

Tasks/Processes (Davenport, 2017)

1. CC follows the steps of human reasoning (P1) (Chen et al., 2018; Sangaiah et al., 2018).

2. Al replicates human actions that require intelligence to make decisions (Q2 and 8) (Sangaiah
et al, 2018; Agrawal et al., 2019).

3. CC processes and analyses the data at its disposal to make decisions (P3) (Davenport &
Ronanki, 2018; Mallick & Borah, 2019).

4. Al can optimise business processes by making decisions independently (Q4, 7, and 9)
(Davenport & Ronanki, 2018; Agrawal et al., 2019).

Figure 1. Research model. Source: elaborated by the author.
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Table 1. Objectives, research questions, and respective hypotheses.

Objective

Research Question

Hypothesis

Objl. To analyse the level of interest
of Portuguese companies in
intelligent systems

RQ1—What is the perception of
companies regarding Sis?

H1—The perception about ISs has a positive
impact on the interest of employees in
such systems

RQ2—In what way do companies
consider intelligent systems something
useful for their business?

H2—The usefulness of ISs has a positive
impact on interest in intelligent systems

RQ3—What makes companies feel the
need to implement intelligent systems?

H3—The need to implement has a positive
impact on interest in intelligent systems

Obj2. Identify which standards and
functionalities of intelligent systems are
desired by companies

RQ4—Which sectors are most likely to
be affected by intelligent systems?

H4—There are differences about intelligent
systems that are conditioned by the type of
sector in which the systems are framed

RQ5—What are the benefits of Sis most
sought after by companies?

H5—There are benefits of the
implementation of intelligent systems that

are more desired by companies than others

Obj3. Verify that the intended

functionalities and patterns being
associated with Al and CC are relevant

H6A—Both Al and CC attributes are
considered important for companies

RQ6—Are the different strands of Al

and CC important for businesses? H6B—Greater interest in the representative

attributes of one IS than another (between Al
and CC)

Source: elaborated by the author.

The SEM model was proposed by Wright (1918, 1934) [31,32], who applies the method,
based on the analysis of structural coefficient paths based on the correlation of observable
variables. Spearman (1904, 1927) [33,34] became associated with the initial evolution
of this analytical methodology by building the first factor analysis model, which later
became a crucial piece in the development of SEM. According to Raykov and Marcoulides
(2006) [35], in recent decades the applications of the SEM model have become increasingly
recurrent in social and behavioural sciences, helping to explain and predict behaviours of
certain individuals, groups, and organisations in the study.

El-Sheikh et al. (2017) [36] clarify that the SEM model refers to a series of equations,
whose parameters are based on statistical observation. Structural questions refer to the
equations that use parameters of analysis of observable or latent variables. SEM is viable
as a statistical tool for exploring relationships of multiple variables. Giving answers with
a comprehensive approach to research questions where it is necessary to measure and
analyse theoretical models (Anderson and Gerbing, 1988) [37].

Tarka (2018) [38] mentions that the measurement of latent constructs is done indirectly,
with the purpose of using a series of observable variables through the analysis of causality
effects in SEM, along with the latent variables. Anderson and Gerbing (1988) [37] suggest
an approach consisting of two stages; in the first stage, the testing of the credibility of the
factor loading and the quality of fit to a study scale is carried out. Additionally, there is
a second stage, where the details of each in the model are described; this is identified as the
structural model stage, which focuses on the relationship between constructs.

Haque et al. (2019) [39] point out that because only factor analysis is used to evaluate
a model it is not possible to establish casual relationships and, furthermore, that path
analysis (even if it does establish casualness) does not measure the error of observable
variables; SEM is presented as a superior tool in measuring the total effect (both direct and
indirect) of the explanatory variable on the dependent variable. With this, Raykov and
Marcoulides (2000) [40] believe that there are two main reasons for the frequent use of this
methodology: the first being its ability to provide researchers with a comprehensive ability
to quantify and put theories to the test and the second reason is the fact that structural
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equation models evidently consider the measurement error, and this is quite observable in
most cases.

SEM was used to test the developed conceptual model (Figure 2), specifically through
partial least squares (PLS), which is a variance-based structural equation modelling tech-
nique (Henseler et al., 2015) [41]. To this end, the SmartPLS 3 software was used, which
provides us with a means to answer research questions 1, 2, and 3.

1. Opportunity (Fast

2. Threat (Zhang and Dafoe, 2019); 2. Performance (Bhatnagar et al., 2018).
3. Impact on society (Bhatnagar et al., 2018);
4. Trust (Bhatnagar et al., 2018).

and Horvitz, 2017); 1. Business-level benefit (Fast & Horvitz, 2017);

RQL1. Perception

regarding ISs

[ RQ2. Usefulness of the ISs
Obj 1. level of

interest dm SIs

H3

1. Potential (Davenport, 2017);
2. Innovation (Fast & Horvitz, 2017). ISs

[ RQ3. Need to implement

Source: elaborated by the author

Figure 2. Conceptual model and hypotheses to be tested with SmartPLS 3.

The analysis and interpretation of the acquired data followed a two-stage approach.
First, the reliability and validity of the measurement model was assessed and then the
structural model was assessed. To perform the assessment of model quality, individual
indicators of reliability, convergent validity, internal consistency reliability, and discriminant
validity were analysed (Hair et al., 2017) [42].

The research questions corresponding to the remaining objectives were answered
using a quantitative methodology, namely descriptive statistics. According to Vilelas
(2009) [43], this methodology takes advantage of different analysis techniques, which use
the presentation of the results obtained through charts and tables that summarise the
information obtained from the questionnaires in the form of percentages, means, fashions,
and counts. It also takes advantage of analytical statistical analysis techniques, which help
deduce results as evidence of independence based on non-parametric tests.

The research questions that this methodology will be used to answer are RQ 4, 5,
and 6, using Microsoft Excel software. In the case of research questions 4 and 5, the
analysis, discussion of the data, and representation of what was observed was made
possible through correlations created in pivot tables. For part of the answer to research
question 4 and research question 6, we used the tool “Descriptive Analysis” available
through Microsoft Excel’s “ Analysis ToolPak” supplement, which calculates and compares
a series of statistical data, among which the mean, median, mode, standard deviation,
minimum, and maximum were extracted and used.

For the purpose of this quantitative study, the target population were professionals
who have experience in the Portuguese labour market. For data collection, a questionnaire
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was created based on the literature review, from which a series of variables and respective
relevant indicators were extracted to compose answers to the research questions. This
questionnaire was validated by expert advisors who approved the content validity of the
scales. The questionnaire was eventually made available online, accessible through a link
and shared through e-mail and social networks.

The questionnaire was divided into three main parts. Initially, the topic was contex-
tualised for the respondents in a brief manner. After this, they answered questions that
help create a profile of the respondents, both to enable them to answer the questionnaire
and to observe how the respondents may differ from each other and whether or not this
divergence may have an impact on the answers obtained. They were, thus, asked about
their occupation, age group, gender, and academic qualifications, as well as the sector of
activity, type, and type of market (national/multinational) of the company in which they
are located. Finally, questions were asked specifically to collect data based on the indicators
in order to answer the research questions.

The questions in the questionnaire differed in terms of the method of response. In
most cases, the answers only gave the respondent the chance to indicate their agreement,
interest, or perceived importance based on their experience and opinion regarding a given
statement or question, using a Likert-type scale from one to five. Thus, level 1 represents
“Strongly disagree”, “Very uninterested”, or “Not important” and level 5 “Strongly agree”,
“Very interested”, or “Very important”, respectively.

A total of 142 questionnaires were collected and answered between 12 and 18 July 2021,
collecting data from the respondents that make the characterization of the sample possible,
having been questioned about: demographics, academic background, sector of activity, and
company typology. The collection of these data regarding the sample makes it possible to
contextualise the nature, experience and professional knowledge (Freitas and Provdanov,
2013) [44].

Of the 142 respondents, 124 had work experience no more than 5 years ago; this was
somewhat conditioned to avoid responses based on experience that was not current. The
details of the 124 respondents who have work experience were presented.

4. Analysis and Discussion of Results

The research study aims to accomplish three objectives:

Obj 1—To analyse the level of interest of Portuguese companies in intelligent systems.

Obj 2—Identify patterns in the use of intelligent systems among companies and which
functionalities of the ISs are intended.

Obj 3—Verify if the intended functionalities and aspects associated with Al and CC
contribute to the decision between both.

4.1. Objective 1—To Analyse the Level of Interest of Portuguese Companies in Intelligent Systems
4.1.1. Objective 1—Data Analysis
The aforementioned SEM was used to test the conceptual model related to the

first objective of the study (Figure 3). A two-stage approach was followed, initially assess-
ing the validity and reliability of the measurement model and then of the structural model.
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Figure 3. Conceptual model with data from SmartPLS.
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To determine the quality of the measurement and model the individual indicators of
reliability, convergent validity, internal consistency reliability, and discriminant validity
were examined. The results show that the factor loadings of all indicators are above 0.6 and
were all significant, being p < 0.001, which proved the reliability of the individual indicator.
The reliability of internal consistency was confirmed due to the Cronbach’s alpha of all the
conceptions and reliability values being higher than the minimum value of 0.7 (Hair et al.,
2017) [42], observable in Table 2.

Table 2. Verification of composite reliability (CF), mean extracted variance (MEV), correlations and,
discriminant validity.

FC VME 1 2 3 4

(1) Interest

0.824

0.919 0.85 0.922 0.764 0.7 0.732

(2) Necessity

0.761

0.863 0.676 0.613 0.822 0.851 0.914

(3) Perception

0.831

0.874 0.499 0.518 0.683 0.707 0.847

(4) Utility

0.763

0.861 0.675 0.596 0.713 0.693 0.822

Note: x—Cronbach’s alpha; CF—Composite reliability; VME—Mean extracted variance. The data in bold are the
calculation of the square root of the VME. Below these are the correlations between conceptions and above are the
HTMT ratios.

Convergent validity was proved based on three factors. Factor one, as can be seen
in Section 4.3.1, shows that the acquired data are all positive, significant for their respec-
tive conceptions. Factor two shows that all conceptions have values greater than 0.7.
Additionally, third, the VME for all constructs meet the criterion (Bagozzi and Yi, 1988) [45].

Discriminant validity was analysed in two ways. The first was with the use of the
Fornell and Larcker (1981) [46] criterion. This criterion requires that the square root of the
VME values has a value greater than the maximum correlation value with any design (For-
nell and Larcker, 1981) [46]. The second way is based on the HTMT (heterotrait-monotrait
ratio) criterion. For both criteria, the values correspond to conformity (Hair et al., 2017;
Henseler et al., 2015) [41,42], presenting complementary evidence of discriminant validity.

The sign, magnitude, and significance of the structural path coefficients were used
to evaluate the structural model, as well as the magnitude of the R2 values for each
endogenous variable as the measure of the predictive accuracy of the model and the Q2
(Stone-Geisser) values as a measure of the predictive relevance of the model. Before we
analyse the structural model, collinearity was examined. The VIF values are in the range
of 1.4 to 2.14, all being below the critical threshold of 5 (Hair et al., 2017) [42] There was
no collinearity based on these results. The endogenous variable interest for intelligent
systems in the medium term has a coefficient of determination R2 of 44%, being higher
than the threshold value of 10% indicated by Falk and Miller (1992) [47]. The endogenous
variable has a Q2 value above zero (0.35), indicating that the model is predictive (Hair et al.,
2017) [42].

Table 3 shows that the sense of need to implement Iss (8 = 0.299, p <0.05), a positive
perception by employees towards Iss (8 = 0.214, p <0.05) and the usefulness attributed to
Iss (8 = 0.235, p <0.05) have a significant favourable effect on the interest of Portuguese
companies in Iss. With these results, support is given to hypotheses H1, H2, and H3.

Table 3. Direct relations.

Coefficient Way Standard Deviation T Statistics p-Values

Need -> Interest

0.299 0.105 2.253 0.005

Perception -> Interest

0.214 0.106 2.019 0.044

Usage -> Interest

0.235 0.104 2.255 0.025
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4.1.2. Objective 1—Discussion of Results

The SEM conceptual model was used with the purpose of meeting objective 1—to
analyse the level of interest of Portuguese companies in intelligent systems, through
three research questions that this model answers based on varied tests (Ringle et al.,
2017). These three research questions emerged from the identification of three factors, each
one corresponding to a RQ. The factors are the perception towards ISs (Bhatnagar et al.,
2018; Fast and Horvitz, 2017; Sataloff et al. 2017; Zhang and Dafoe, 2019) [17-19,48], the
usefulness of ISs (Bhatnagar et al., 2018; Fast and Horvitz, 2017) [18,19], and the need for ISs
(Bhatnagar et al., 2018; Davenport, 2017; Fast and Horvitz, 2017) [5,18,19]. As mentioned
previously, each factor was tested individually using SmartPLS and the questionnaire data,
where all proved relevant to the model.

Perception

The perception analysis in SmartPLS was characterised by the following indicators:
threat, impact on society, opportunity, and trust.

According to Zhang and Dafoe (2019) [17], considering the ISs as a threat or author of
a negative contribution to society instead of something positive helps to create a possible
dislike towards the ISs, as well as to have a negative perception about them. Additionally,
by observing the analysis conducted in this study, it becomes clear that not considering the
ISs as a threat, but as a positive opportunity, also supports a positive perception of them.

Bhatnagar et al. (2018) [19] indicate that assuming the impact of the ISs in a compre-
hensive way contributes to the recognition of their possible contribution, revealing interest.
This indicator took into consideration the possible impact of the ISs both in personal
life and in professional environment, which, according to the results, the consideration
and recognition of the current impact of the ISs was relevant for a positive perception
about them.

Belief that ISs are an opportunity to improve both society and business contributes to
a positive perception of ISs (Fast and Horvitz, 2017) [18]. Additionally, the results show
that this indicator evidently contributes to the perception towards the ISs.

The last indicator, trust, according to the results, also indicates having a positive
influence on perception, as Bhatnagar et al. (2018) [19] suggests.

Utility

The indicator selected to measure the usefulness and its impact on the perception of
the ISs is contribution. Considering that, according to Bhatnagar et al. (2018) [19] and Fast
and Horvitz (2017) [18], the ability of the ISs to contribute to the companies’ performance
makes the interest in applying them more susceptible, and the obtained results corroborate
exactly to this relationship.

Necessity

To verify whether the interpretation that companies need to implement ISs had
a positive impact on their perception, three indicators were chosen: the potential of ISs, the
innovation provided, and the importance of ISs.

Davenport (2017) [5,6] interprets that the assumption that ISs have sufficient potential
to help companies improve leads to greater interest in ISs, and this study highlights
exactly that.

SIs will have a major impact on the technological innovation of companies in the short
term (Fast and Horvitz, 2017) [18]. The obtained results prove just that.

Considering ISs that are important to firms promotes interest in adopting them
(Bhatnagar et al., 2018) [19], and the results of this study attest to this indicator.

Validation of Hypotheses

Taking into account the results obtained and the consequent information gleaned
thereof, we interpret that the three factors—perception, utility, and need—have an impact
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on the companies’ interest in intelligent systems, thus, confirming hypotheses 1, 2, and 3,
respectively. Thus, based on the selected factors (perception, usefulness, and need), it is
revealed that there is a high interest among Portuguese companies in ISs.

4.2. Objective 2—Identify Patterns in the Use of Intelligent Systems among Companies and Which
Functionalities of the 1Ss Are Intended

4.2.1. Objective 2—Data Analysis

Research question 4 asks which industries are most likely to be impacted by intelligent
systems. A number of variables that could provide pertinent data were put to the test
to find the solution. These include the effectiveness of ISs in comparison to humans and
the danger that ISs pose to particular vocations. The research by Sataloff et al. (2017) [48]
served as the foundation for the questions’ structure and possible answers in relation
to these two research aspects. In the results, we observe some considerable differences
between the data from Sataloff et al. (2017) [48] and data obtained in this research. Only
three of the eight jobs present values in agreement between the two sources, with less
than 7% difference between one study and the other, all the values for the remaining jobs
diverge between 9% and 19%, with the percentage representing the portion of respondents
who believe that ISs perform their work better than humans. From the data collected from
the questionnaire in this study, in all but one job (in the gastronomy sector), at least 31% of
respondents believe that intelligent systems and machines would perform a given job better
than humans, reaching, in two cases, values of 48% and 50%, “parcel delivery/courier”
and “agriculture”, respectively.

In terms of analysis concerning the sectors that the respondent considers to be under
greater threat from intelligent systems and machines, the data between the present study
and the data of Sataloff et al. (2017) [48] are in greater agreement when compared to
those presented in the previous paragraph. In eight of the eleven work sectors, the results
obtained between the two studies do not diverge more than 4%, only the work sector of
“Financial analysis” and “Construction” diverge a little more than the other cases, 7% and
8%, respectively.

A trend in the areas/sectors/industries that is equally likely to implement ISs is
revealed by the various jobs that are under danger or that are more likely to be performed
better by ISs than humans (Sataloff et al., 2017) [48]. Another factor to be considered in
determining a pattern in the use of ISs by companies in different business sectors is the
relationship between the present and the future, asking whether companies and their
employees consider that ISs have an effect on their business, in relation to the products
and services they offer, both now and in the future. In order to extract data in this regard,
two questions were prepared in the questionnaire, which are presented in Tables 4 and 5,
with the respective number of answers collected by each choice option based on the activity
sector to which the respondent indicated they belong. Only those sectors where there were
at least seven answers in total to the question, per sector, were considered.

In both Tables 4 and 5, we observe a great variation in the percentage of each choice
selected by sector, with there being a difference between maximums and minimums of
54.2%, 62.5%, and 42.9% for each choice option (following the order of the columns in
the table), with the average standard deviation of the three choices being 0.188, a quite
significant value when transcribed into percentages. For example, in the case of the
“Technical services” activity sector (to which information and communication technology
services belong), the option “Already in effect today” was chosen more than 79% of the
time, while in the “Finance; Accounting; Insurance; Real estate” sectors, the same option
was only selected 38.5% of the time.
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Table 4. Results by activity sector to the question: How soon do you think the adoption of intelligent

systems will have an effect on your company’s processes?

Already in Effect

It will Take Effect

It won't Take

Sector of Activity Today % in 5 Years % Effect So Soon % Total
Technical services 19 79.2% 5 20.8% 0.0% 24
Mlafr‘;‘éicctt‘fx‘g 7 50.0% 4 28.6% 3 21.4% 14
Ii’if‘:;eceAf{Z‘;‘f?S‘:ﬁe 5 38.5% 5 38.5% 3 23.1% 13
Health 4 36.4% 6 54.5% 1 9.1% 11
Egi?rfii:lasg:i:;ﬁs 2 25.0% 5 62.5% 1 12.5% 8
Transport; Logistics 6 75.0% 2 25.0% 0.0% 8
Education 3 42.9% 1 14.3% 3 42.9% 7
Hospitality; Tourism 3 42.9% 4 57.1% 0.0% 7
Maintenance/ Asset 4 57.1% 0.0% 3 42.9% 7
management
Total 53 32 14 99
Average ON 49.6% ON 33.5% ON 16.9% ON
Minimum ON 25.0% ON 0.0% ON 0.0% ON
Maximum ON 79.2% ON 62.5% ON 42.9% ON
Standard deviation ON 0.179 ON 0.213 ON 0.192 ON

Table 5. Results by activity sector of the question: How soon do you believe that the adoption of

intelligent systems will have an effect on your company’s offerings?

Sector of Activity Alreaﬂc}(}; di:yEffect % It wiﬂ ";“aYl;eaiffect % l;ftf:;(:ns"t) "l;)l;en % Total
Technical services 23 95.8% 0.0% 1 4.2% 24
Mgrr‘:éif;;ﬁ‘g; 7 50.0% 2 14.3% 5 35.7% 14
Iilsr‘lf‘rr;;ieAl‘fe‘;‘fgz;i 6 46.2% 1 7.7% 6 46.2% 13
Health 6 54.5% 1 9.1% 4 36.4% 11
Eé‘;?fsstr‘f‘ati‘gigfv‘i‘ets 4 50.0% 0.0% 4 50.0% 8
Transport; Logistics 6 75.0% 1 12.5% 1 12.5% 8
Education 2 28.6% 1 14.3% 4 57.1% 7
Hospitality; Tourism 3 42.9% 3 42.9% 1 14.3% 7
Maﬂ;%ag“e‘ffe ftsset 4 57.1% 2 28.6% 1 14.3% 7
Total 61 11 27 99
Average ON 55.6% ON 14.4% ON 30.1% ON
Minimum ON 28.6% ON 0.0% ON 42% ON
Maximum ON 95.8% ON 42.9% ON 57.1% ON
Standard deviation ON 0.195 ON 0.137 ON 0.192 ON

The percentage of options chosen per sector does not vary much from the first to
the second question (more specifically between Tables 4 and 5), only in the case of the
“Technical services” sector do respondents indicate that ISs already currently have a more
significant effect on their company’s processes than on their offerings.
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Research question 5—What are the benefits of IS intended by companies?—arises
in search of the data needed to successfully achieve Objective 2. To answer this RQ, the
question in the questionnaire that seeks to answer it is based on a portion of a survey
developed by Davenport et al. (2017), where benefits of IS are listed and respondents
are asked, about which benefits they intend to achieve or take advantage of with the
implementation of IS, such as, cognitive technologies.

It was found that respondents in this study had the same levels of interest in the
majority of the benefits they could choose from, such as “Optimize internal business
operations”, “Optimize external processes”, “Make better decisions”, “Reduce the number
of employees”, and “Capture and apply scarce knowledge where needed”, with only
a 6% difference between respondents in these studies choosing one of these benefits (2017).
By chance, the benefits with percentages that are closest to the average are those where
the data shows a smaller range of variation. The remaining benefits, which in this study
represent the values of both extremes, both for being low and for being high, differ the
most from the information acquired by Davenport et al. (2017).

4.2.2. Objective 2—Discussion of Results and Hypothesis Validation

According to Sataloff et al. (2017) [48], the ISs are seen as a threat to certain jobs
because of their perceived ability to perform certain functions better than humans. This
conclusion can be drawn from the observed data that some work sectors and jobs are
considered to be more affected by intelligent systems, in this case, both positively and
negatively. Additionally, based on the same data, it is possible to determine which sectors
are most likely to have this type of impact from ISs.

Based on the questions concerning whether the adoption of ISs has an effect on the
companies’ processes and offers within a given period of time, one can verify that the
activity sector has a great impact in defining whether ISs already have an effect or will have
in the short/long term. It is credible that different activity sectors are more prone to the
implementation and use of ISs, hence, the great variation in the responses obtained from
sector to sector. In this context, it can be suggested that the greater the number of selections
of the option “Already having an effect today”, compared to the others in a sector, the
more likely it is to be affected by ISs. There is a similar seeming gap between the amount
of people who believe in the impact of Al on the processes and offers of their companies
now and within the next five years, as seen in the study by Ransbotham et al. (2017) [8].
The findings of the present study, however, reveal a more significant difference, with more
respondents believing that ISs are already having an impact than at least 15% across all
industries. Something to take into consideration that may have this effect is the length
of time elapsed between investigations. However, regardless of this factor, the study by
Ransbotham et al. (2017) [8] in the “Technology, Media and Telecom” areas, which falls
within the “Technical Services” activity sector, also show a higher number of respondents
who consider that these areas are more affected than the others at present, as happens when
comparing the results of “Technical Services” to the other sectors of present research.

The last three paragraphs provide the necessary framework to answer RQ4 and test
hypothesis 4—There are differences about intelligent systems that are conditioned by the
type of sector in which the systems are framed, differences such as the impact and effect that
they have in different sectors and how the effect of these technologies can vary according
to the timeline that is used. It is possible to read that different ISs manage to have different
degrees of impact according to the sector/employment, and that the factor of the effect
already occurring or still being able to occur in both the short and long term also varies
according to the sector of activity.

The data from this study do not entirely match those from Davenport et al. (2017).
For example, 80% of respondents chose the benefit “Automate tasks to free up more time
for employees to be more creative” as one of the most relevant benefits, but Davenport
et al. (2017) only obtained 36%. A similar large discrepancy between the two sets of results
occurs with the benefit “Improve features, functions, and performance of products and
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services”, where results were significantly different. It was, thus, possible to highlight
the benefits most desired by companies when implementing intelligent systems, and thus
obtaining an answer to research question 5 and proving hypothesis 5, which explored the
possible difference in the preference of several IS benefits. The results met this hypothesis,
taking into account that the benefits addressed varied in the percentage of respondents that
identified them as most relevant between 12% and 80%.

4.3. Objective 3—Verify If the Intended Functionalities and Aspects Associated with Al and CC
Contribute to the Decision between Both

4.3.1. Objective 3—Data Analysis

To answer RQ6, “Are the different strands of Artificial Intelligence and Cognitive
Computing important to companies?”, firstly, to be able to understand whether the strands
of these technologies are considered important, and the level of interest varies between the
selected strands, and secondly, to analyse whether there is greater inclination/interest in
the representative features and attributes of one technology over the other.

To answer RQ6, the functions and attributes of both Al and CC were identified using
authors who addressed both themes, however, no literature was found to indicate or
test a possible difference in interest between both technologies. Thus, five indicators were
identified (Table 6), based on which five statements were prepared, concerning the attributes
of each technology, whereby the respondent evaluates his/her level of importance before
each statement based on a scale of one to five (Table 7).

Table 6. Indicators used for objective 3.

Indicator Technology

IA replicates human actions that require intelligence to make decisions 1A
(Sangaiah et al., 2018; Agrawal et al., 2019)

Al can optimise processes in enterprises by making decisions independently A
(Davenport et al., 2017; Lee et al., 2018)

Cost reduction through different methods (Davenport and Ronanki, 2018; IA
Agrawal et al. 2019) cC

CC follows the steps of human reasoning (Chen et al., 2013; Sangaiah et al., 2018) CcC

CC processes and analyses the data at its disposal to make decisions (Davenport cC

and Ronanki, 2018; Mallick and Borah, 2019)

Table 7. Statements to be evaluated from 1 to 5, regarding their level of importance and respec-
tive abbreviations.

Abbreviation Question/Affirmation in the Questionnaire
IA1 Human replication capacity
1A2 Taking decisions independently
IA3 Contribute to cost reduction by reducing man-hours
1A4 Optimise processes by being integrated directly into them
IA5 Perform as many routine tasks as possible on their own
cc Ability to imitate human reasoning
cC2 Analyse data in order to contribute to a decision-making process

Ability to suggest optimisations to be made to the business based on the data
provided to it

CC4 Assisting in the tasks of the trade

CC3

CC5 Contribute to cost reduction through analysis of business expenses
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With the data obtained, the way to analyse the levels of interest for each technology
was by analysing the level of importance of the differentiating aspects/attributes of both
technologies individually and then grouping the levels of importance of the aspects into
two groups, IA and CC, and observing whether there are differences in the level of impor-
tance. Using Excel’s Analysis ToolPak add-in, the descriptive statistics function was used
to obtain the data presented in Table 8.

Table 8. Analysis of the data obtained.

IA1 I1A2 IA3 1A4 IA5 CC1 CC2 CC3 CC4 CCs
Average 3.508065 3.104839 3.629032 3.935484 3.967742 3.217742 4.217742 4127742 4.096774 4.209677
Median 4 3 4 4 4 3 4 4 4 4
Fashion 4 3 4 4 4 4 5 4 4 4
Standard
deviation 0.897113 0.935467 1.077997 0.772936 0.936483 0.992332 0.841606 0.771365 0.758897 0.713108
Minimum 1 1 1 1 1 1 1 2 2 2
Maximum 5 5 5 5 5 5 5 5 5 5

Note: Each column corresponds to the data from one question in which, as already mentioned, there are
five questions regarding the attributes/converts of each technology. Columns with Al contain the data regarding
the attributes of artificial intelligence and the columns beginning with CC represent the data from the questions
regarding cognitive computing.

Some relevant differences are observable in the data in Table 9; first, the minimum
and maximum values used for Al were from 1 to 5 when indicating the level of impor-
tance of each statement (subparagraph in the questionnaire), while for CC, in three of the
five statements the respondents did not once select the lowest level of importance (1—not
important at all). Regarding the median, the data regarding Al and CC are comparable.
However, another notable difference is in the fashions. In four of the five questions, both
for IA and CC, the mode of the answers is equal to 4, but the cases of columns IA2 and CC2
do not follow this rule, with the mode being 3 and 5, respectively.

Table 9. Averages of the mean and standard deviation values between data sets.

IA1-1IA5 CC1-CC5 CC2-CC5
Average 3.629032258 3.972580645 416129032
Standard deviation 0.923999127 0.815461674 0.77124403

The data in Table 9 were grouped from IA1 to IA5 and from CC1 to CC5, and the
mean values of mean and standard deviation of each group were calculated. The mean
values of the level of importance of each attribute were used and their mean was calcu-
lated, separating the calculations by IA and CC, obtaining a mean of 3.63 for the level of
importance about the IA questions and a mean of 3.97 for the level of importance in the CC
questions, with a difference of 9% being observable between the two values and the mean
of the level of importance among the CC questions being higher. In this way it was also
possible to identify the difference in the standard deviation values, which, for IA1 to IA5,
are, on average, slightly higher than for CC1 to CC5, being 0.92 and 0.82, respectively.

As a significant discrepancy was found in Table 9 between the mean value of CC1 and
the mean values of CC2 to CC5, the columns CC2-CC5 were added to Table 8 to verify
the impact of this data, considering that the difference between them and the maximum
mean value of CC2 is 1, while the difference between CC2 and the second lowest mean
value of CC4 is only 0.1. It was evident that when the answers to question CC1 were not
considered, both the average value of the averages from CC2 to CC5 rose 4.6% and the
standard deviation fell 5.6%.
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4.3.2. Objective 3—Discussion of Results and Hypothesis Validation

The analysed data partially meets hypothesis H6A, “Both Al and CC attributes are
considered important for companies”. It was observed that from CC2 to CC5, their averages
are all higher than 4, meaning that on a scale of 1 to 5, on average, the respondents consider
these attributes important and the standard deviation below 0.77, showing little volatility
and consistency in the responses. CC1 does not meet the pattern of the others, its average
being 3.2, which is between “3—Moderately important” and “4—Important”, this is not
a low value, but when compared to the others it should not be considered high.

In the case of the answers filled in questions with Al strands, values as high as
CC values are not found. All average values of interest in Al vary between 3.10 and
3.97, and their average is 3.63, which represents that on a scale of 1 to 5 it is assigned
an average importance of 72.6%; although it is not as high as CC1-CC5 (79.5%), it is also
a substantial value.

The fact that three out of a total of five questions about CC attributes did not contain an
answer below “2—Not very important” is indicative of the fact that none of the respondents
consider the attributes associated with CC3, CC4, and CC5 not important, something only
observable with CC attributes. All responses corresponding to Al attributes vary between
the range of 1 to 5, representing that in all Al questions there were respondents not
considering their attributes even minimally important. Taking this into consideration, it can
be interpreted that there are more factors contributing to a greater interest in CC than in IA,
in addition to the average values of IA1-IA5 and CC1-CC5 not differing much from each
other (a difference of 9%). Thus, it puts to test the hypothesis H6B of there being greater
interest or greater importance attributed to one type of IS than another, in this case to CC,
possibly indicating that there is greater interest in the implementation and its consequent
use even if it is not very evident when only considering the mean values.

The answer to research question 6 is yes, the different aspects and attributes of both
artificial intelligence and cognitive computing are important for companies. The final
results of hypothesis testing are shown in Table 10.

Table 10. Results of the hypotheses.

Hypothesis Result

H1—The perception of ISs has a positive impact on the interest of employees

. Confirmed
in such systems
H2—The usefulness of ISs has a positive impact on interest in .
. . Confirmed
intelligent systems
H3—The need to implement has a positive impact on interest in .
. . Confirmed
intelligent systems
H4—There are differences about intelligent systems that are conditioned by .
. . Confirmed

the type of sector in which the systems are framed
H5—There are benefits from the implementation of intelligent systems that .

. . Confirmed
are more desired by companies than others
H6A—Both LA and CC attributes are considered important to companies Confirmed

H6B—Greater interest in the representative attributes of one IS than another

(between Al and CC) Not confirmed

5. Conclusions

The development of this research was intended to expand the understanding regard-
ing the different factors that influence the implementation of intelligent systems. This
research also proposed to contribute to the acquisition of greater knowledge regarding
the differences between types of intelligent systems, trying to provide a perspective on
the possible existence of different preferences, regarding the aspects of the types of IS
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addressed (Al and CC), with it being implicit that there may be differences between the
various technologies included in the branch of intelligent systems.

The first approach to the theme presented several characteristics, limits, and benefits
of intelligent systems, understanding both their negative and positive aspects, with the
gathering of several authors and references to represent different perspectives about them,
where it was necessary to extract the essential information for the intended study.

The question of what framework is best for each type of system in order to get the
most out of them arises, since intelligent systems encompass a wide range of technologies
and their instrumentalization (Rodriguez et al., 2016). Therefore, the purpose of this study
was to determine whether there is a preference between different technological features
in a commercial setting based on the attributes of such technologies. This contributed to
an interest in developing an investigation to test if there is interest for this type of tech-
nology and if there is divergence in interest and other conditioning factors concerning the
implementation of intelligent systems according to the sector of activity of the companies.
These are relevant factors to identify whether these technologies and their application
only depend on the characteristics of the same factors or are also conditioned by external
factors, such as sector, company size, and so many more, that were not possible to cover in
this study, having been directed to focus on how the sector of activity can be impactful to
facilitate or require the implementation of intelligent systems.

Given the growing use and interest in intelligent systems, the context of the previous
paragraph is even more pertinent and reinforced because it is essential for organizations to
stay up with technological advancements (Fast and Horvitz, 2017). It was interesting to
note that respondents show a high interest in ISs and how the effect of their implementation
can vary between sectors of activity.

Not only does the effect of IS vary between sectors but also the readiness of its effect,
having been observed that in certain activity sectors the vast majority of employees believe
that the adoption of IS already has an effect on both the processes and the offers of their
companies, while in a large part of the activity sectors, more than half of the respondents
indicate the adoption of IS will either have an effect within 5 years or will not have an effect
so soon. It is important to mention that the number of respondents selecting each answer
option varies greatly according to sector, with a difference of at least 42% observable in the
choices from sector to sector, both in the question regarding the effect on processes and the
question about company offerings, regardless of the choice.

With the third research objective it was sought to present evidence that Al and CC have
different purposes, with one system being able to have stronger points than another; this
is something that was ultimately revealed in the study, however, the difference observed
was not of a substantial value (a 9% difference in favour of CC) between the degree of
importance attributed on average, as we determined that one might be more beneficial
than another, so as to facilitate the decision process and for it be clearly identifiable which
one will have greater benefits when implemented. Furthermore, we highlighted a group of
main strands and/or attributes for each technology, which, despite it not being possible
to investigate whether the correspondence of each strand to a given system is confirmed,
was extracted from the literature review. This cannot be ignored, especially when such
differences, even if not discrepant, were observed in the results obtained, when testing the
importance of each attribute of different technologies.

With this study it was possible to add some data to the empirical studies that address
the effect, threat, and benefits of implementing ISs, highlighting in some cases what other
authors had already indicated, and thus there is agreement between the results obtained in
this research and in other studies.

This study tested a model created to assess the level of interest in ISs, based on
three main factors, perception, utility, and need. This same model can be considered in
future cases where it is intended to extract the level of interest in ISs.

According to the study’s third aim, the properties of each IS, which had been pre-
identified based on the literature review, were used to interpret CC and Al The selection
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and evaluation of the level of relevance of the traits that were thought to correlate to
each technology were completed because no alternative method of linking the importance
between them could be found (once again, based on the literature review). Since the
associations between “X” attributes and “Y” technology were not tested in this study, it
is interesting to assess how accurate this method of classification is. However, at least
one additional case or example where this method of classification was used was obtained,
which provides a platform for future studies to investigate the same.

Some data that can be considered by companies that use or seek to use intelligent
systems was acquired, and it was confirmed that some sectors are more prone to the
implementation of IS. This is a metric of comparison of the level of evolution of sectors,
where companies of a sector that was identified as being quite prone to the adoption of ISs
should consider, as soon as possible, if they are following the best path or whether they
might really be losing out by not adopting these technologies.

Another piece of data that was contributed was the level of interest in benefits of ISs,
where some disagreement was revealed between our data and that of another author, but
results were achieved in the context of the respondents of this study, listing the benefits
that appear to be most relevant to companies, something that companies can use as a basis
for identifying the benefits that may be most important to them.

An inherent limitation is the fact that this is an investigation with a reduced sample
size; the collection of more answers to the questionnaire could contribute to more robust
results. It is important to mention that some answers that were sought throughout the
study result from limitations identified within the theme, such as the level of interest of
Portuguese companies in ISs and whether there are differences in the importance attributed
to different ISs. These limitations lead to the absence of reference points for the discussion
of results surrounding RQ6.

Although the present study reinforces the existing theoretical knowledge about com-
panies” interest in ISs, their impact according to the industry in which they are imple-
mented, and different levels of importance per IS attributes, this was an exploratory
study, which is why the results obtained should not be generalised to answer the research
questions addressed.

The limitations of the previous point provide some possibilities for future research
within this theme, and thus some suggestions are made. It is worth taking into consideration
the hierarchical levels of respondents and verify whether the level of importance assigned
to the benefits and attributes addressed in this research varies according to the burden of
employees and how the priority given to the implementation of ISs may vary. Conducting
interviews with employees may be important for obtaining more information about the
respondents’ perspectives and for their answers to the different questions not to be so
conditioned, giving them the opportunity to contribute with more relevant response options
that have not been considered in this research.

Further analysis of the level of companies’ interest concerning intelligent systems, Al,
and CC, individually but by means of another method, would be beneficial to verify the
accuracy of the results obtained in this study. By contributing to this topic with more data
and results, consideration could also be given to comparing the attributed levels of interest
or importance of even more types of ISs.

Although the study findings will also be applicable to other countries in the future,
there is good opportunity to replicate this study across multiple countries among companies
of different sizes. The outcome will benefit businesses by assisting them in undergoing
digital transformation utilizing tools, such as artificial intelligence, which will increase
value for customers and other stakeholders.
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