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Resumo 

 

Desde que os computadores entraram na vida diária dos humanos, a atividade entre o 

ecossistema humano e o digital tem aumentado. Este aumento estimula o desenvolvimento de 

interfaces humano-computador mais inteligentes e apelativas ao utilizador. No entanto, para 

testar estas interfaces, os meios de interação têm sido limitados, em grande parte restritos à 

interface convencional, a interface “manual”, onde é preciso input físico, onde os participantes 

que testam estas interface, usam um teclado, um rato ou um touch screen, e onde a comunicação 

dos participantes com os designers é necessária. Existe outro método, que será aplicado nesta 

dissertação, que não necessita de input físico dos participantes, que se denomina de Affective 

Computing. 

Esta dissertação apresenta o desenvolvimento de uma ferramenta de suporte ao 

desenvolvimento de interfaces gráficas, baseada na monitorização de aspetos psicológicos e 

fisiológicos do utilizador (emoções e atenção), visando melhorar a experiência do utilizador 

final, com o objetivo último de melhorar o design da interface. 

O desenvolvimento desta ferramenta será descrito. Os resultados, dados por designers de 

uma empresa de IT, sugerem que esta é útil, mas que a interface otimizada gerada pela mesma 

tem ainda algumas falhas. Estas falhas estão, principalmente, relacionadas com a ausência de 

consideração de um contexto geral no processo de geração da interface. 
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Abstract  

 

Ever since computers have entered humans’ daily lives, the activity between the human and the 

digital ecosystems has increased. This increase encourages the development of smarter and 

more user-friendly human-computer interfaces. However, to test these interfaces, the means of 

interaction have been limited, for the most part restricted to the conventional interface, the 

“manual” interface, where physical input is required, where participants who test these 

interfaces use a keyboard, mouse, or a touch screen, and where communication between 

participants and designers is required. There is another method, which will be applied in this 

dissertation, which does not require physical input from the participants, which is called 

Affective Computing. 

This dissertation presents the development of a tool to support the development of graphical 

interfaces, based on the monitoring of psychological and physiological aspects of the user 

(emotions and attention), aiming to improve the experience of the end user, with the ultimate 

goal of improving the interface design. 

The development of this tool will be described. The results, provided by designers from an 

IT company, suggest that the tool is useful but that the optimized interface generated by it still 

has some flaws. These flaws are mainly related to the lack of consideration of a general context 

in the interface generation process. 
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Chapter 1 – Introduction  

  

1.1 Theme Framework  

Since computers have been created, the human and the digital ecosystems relationship has been 

increasing. The relationship between humans and computers, called Human-Computer 

Interaction (HCI), was from many-to-one, then one-to-one, and nowadays is from one-to-many. 

This increase encourages the development of smarter and more appealing Human-Computer 

Interfaces, so that this relationship is maintained over time. If an interface is not appealing or 

user friendly, the user will stop using it, breaking up the relationship. However, to test these 

interfaces, the means of interaction have been limited, for the most part restricted to the 

conventional interface, the “manual” interface, where people use a keyboard, a mouse, or the 

touch screen, and the conventional testing method, that requires communication between the 

testers and the designers. Science is studying methods to help understand human intentions 

without much need of physical input from humans [3].  

To improve HCI, Vertegaal et al. [4] wrote about a framework for Attentive User Interface 

(AUI). It is through sensing, communication, augmentation, control and availability of the user 

that it is possible to optimize communication between Humans and Machines without a 

keyboard, a mouse or a touch screen. AUIs try to understand where the user is looking at, 

measuring the user's attention, and this measure may tell if the user is performing a given task 

or not. 

To better understand human intentions without much need for physical input from humans, 

it is also needed to talk about Affective Computing.  It uses human emotions to adapt an 

interface or an application to the users’ mood, affective states and behavior. User emotion is 

estimated via a range of signals, including brain signals, heart signals, and eye-gaze. For 

example, Freitas et al. [5] developed a system that recognizes human emotions, named 

EmoCam, that has the potential to improve HCI via affective information. 

Physiologically Attentive User Interface (PAUI) uses these emotional predictions in real 

time to change dynamically as a function of the emotional and attentional state of the user. It is 

a combination of Attentive User Interface and Affective Computing. These are interfaces that 

adjust depending on the user's monitoring, to optimize their performance. The user state (e.g., 

emotional, physical, mental), their characteristics and context are important aspects to be able 

to adapt the interface effectively. The goal is a better Human-Computer interaction, leading to 

potential benefits in terms of usability and user experience. [4] 
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1.2 Motivation    

People can profit from a PAUI because it can help the user to accomplish a certain task through 

his emotions and attention, displaying information in a way that increases the effectiveness of 

the interaction [2]. Because of this, in this work, a tool to support the development of graphical 

interfaces will be developed, based on user monitoring (emotions and attention), aiming to 

improve the experience and usability of the end user, thereby improving the interface design. 

With this tool, a designer can monitor a user, knowing where he looked and with what 

cognitive state, knowing where he clicked and with what facial expression, in different design 

versions of the same interface. Through this monitoring, the tool, in the end, merges the in 

different design versions of the same interface, cutting the parts where the user reacted 

positively, giving in the end an optimal interface. This tool is similar to a PAUI, since it aims 

to increase the effectiveness of the interaction. The difference between them is that a PAUI 

adapts in real time to the user's emotions, while the tool developed here needs the user data 

(e.g., clicks, emotional states, eye gaze, cognitive states) stored in a database, to then use these 

data to cut the parts where the user reacted more positively and paste them in a generated 

optimized interface, consisting only of the parts where the user reacted more positively.  

  

1.3 Research question and objectives  

This section presents the main research questions and objectives that were raised for the 

elaboration of this work.   

After finishing the literature review, very few papers were found that had developed a tool 

to support the development of graphical interfaces, based on user monitoring (emotions and 

attention). 

The research question that will be answered is:  

•  Is a tool semi-automatically suggesting, based on the physiological monitoring 

of users, an optimized Graphical User Interface useful for GUI designers? 

In addition to the research question, it is also important to define the objectives for the 

elaboration of this project. That said, the objectives are:  

• To develop a tool based on user monitoring (emotions and attention), aiming to 

improve the experience and usability of the end user, improving the interface design;   

• To perform a user study to verify whether the solution developed brings 

improvements compared to the conventional method used (in particular by the IT company 

from where the designers are).  
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1.4 Investigation method   

Three research methods were adopted for the development of this work. One is called 

Exploratory Research, the second Qualitative Research and the third Quantitative Research, the 

last two being part of the Methodology and research paradigms [7]. 

With the Exploratory Research, the theme and objectives were properly identified, and a 

literature review was conducted. This type of research is used when seeking an understanding 

about the general nature of the problem, alternative hypotheses and the relevant variables that 

need to be considered. It increases the knowledge of the researched problem, defines the focus 

and priorities of the study, and aims to understand what other researchers have done about the 

researched problem. It serves to hypothesize and uncover unknown characteristics on topics 

about which there is no knowledge [6]. In this initial research phase, scientific documents were 

analyzed to increase the knowledge on the subject under study. 

Qualitative Research focuses on obtaining data through open ended communication or 

conversational communication. It is about “why” people think in a certain way and not only 

“what” people think. This method allows for in-depth and further probing and questioning of 

respondents based on their responses, where the interviewer/researcher also tries to understand 

their motivation and feelings. Understanding how the audience makes decisions can help derive 

conclusions in the research. It collects data at the sight of the experience when the participants 

are experiencing issues or problems. It is real-time data. Researchers usually collect many types 

of data rather than just relying on a data source. It helps solving complex problems by breaking 

it into small inferences that are easily read and understood. Being communicative, people can 

gain confidence in the researcher and the information they give the researcher is raw and 

unadulterated [8]. 

Quantitative Research is the systematic process of collecting observable and quantifiable 

data based on the observation of objective facts, phenomena and events that exist independently 

of the researcher. This method assumes that all data are quantifiable and can be translated into 

numbers, opinions and information to be classified and analyzed, usually using statistical 

methods. The objective of quantitative research is to quantify data and generalize sample results 

to the target population. These types of data are used to enrich and highlight the growth of this 

technology [9]. They will also be used when performing usability questionnaires, divided into 

five steps: (1) construction of the questionnaire; (2) pre-test of the questionnaire; (3) procedure 

and follow-up of the questionnaires; (4) data collection and processing; (5) analysis of results.  
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1.5 Structure and organization of the dissertation  

This dissertation is organized in five chapters.  

The first one introduced the investigation theme, the motivation and the objectives. 

The second chapter refers to work related to the theme of this dissertation and its theoretical 

framework.  

The third chapter presents the architecture of the tool and the technical approach used in its 

implementation, illustrating the various steps, explaining each tool/file developed for the major 

tool to work and explaining the reasons for the decisions that were made. 

The fourth chapter explains the tests that were made, to answer the research questions. 

The fifth chapter contains the evaluations that were made, the corresponding results and 

discussions from the tests made in chapter 4.  

The sixth and final chapter presents the conclusions of this work as well as the 

recommendations, limitations, and future work. 
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Chapter 2 – Related Work 

    

This section will present work that is related to the theme of this dissertation.  

To find relevant work, a combination of keywords was searched, like Attentive User 

Interface (AUI), Affective Computing, Affective User Interface, Emotion, Attention, Brain-

Computer Interface (BCI), Human-Computer Interaction (HCI), Adaptive User Interface, 

Emotion Recognition.  

To deepen the various concepts presented below, some papers found will be from the 90s 

and early 2000s. However, for the application of the concepts, papers from 2010 upwards were 

searched and found. As there are papers that present an idea but then do not test it with a case 

study to draw conclusions, of these papers, only those with case studies were considered, as it 

was then known if the developed tools were tested and if they reached their purpose. 

 

2.1 Attentive User Interface (AUI)  

As Vertegaal et al. [26] state, AUI are interfaces that aim to support the user so that he/she is 

more efficient, knowing when he/she should or should not be interrupted. AUI optimizes their 

communication with the users, that is, the information that the interface shows to the user 

depends on their tasks. By estimating the user's attention for objects and people in their 

everyday environment, these interfaces can create patterns of interruption. They allow the users 

to move smoothly between the foreground and periphery of user activity, filling the gap 

between them. There are some characteristics and behaviors that define an attentive user 

interface. For example, by observing eye contact and presence, devices know if they are being 

focused on by the user; windows and icons can increase or decrease their size knowing if they 

are being looked at or not, as illustrated in Fig 2.1; menus and alerts are replaced by a negotiated 

turn taking process between users and devices.  
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Fig 2.1 eyeWINDOWS with zooming focus window [26]. 

 

Attentive User Interface can also be used to enhance the user's cognitive processes, for 

example, by filtering out irrelevant information. This allows the user to focus on the most 

important things and to potentially be more efficient. For example, there are some noise 

cancelling headphones, like in Fig 2.2. They usually serve to block out any noise around the 

user, however, these headphones isolate the user from their co-workers. The eye contact sensor 

on the headphones lets you know when or not to turn on noise cancellation [26].  
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Fig 2.2 Attentive Headphones [26]. 

 

An attentive user interface has five key properties [26]: 

1. Sensing attention: By tracking a user's physical proximity, body orientation, and eye 

fixes, interfaces can determine which device, person, or task the user is likely to participate in. 

2. Reasoning about attention: Statistically modelling simple interactive user behavior, 

interfaces can estimate a prioritization of user tasks. 

3. Communication of attention: Interfaces should provide information about users' attention 

to other people and devices. Communication systems should convey to whom or to what users 

are paying attention and if the user is available for communication. 

4. Gradual negotiation of turns: Like turn taking, interfaces should determine the readiness 

of the user to interruption: (a) verify the priority of his request, (b) progressively signal that 

request through a peripheral channel, and (c) detect or acknowledge the request user before 

executing foreground. 

5. Augmentation of focus: The ultimate goal of all AUIs is to increase the attention of their 

users. Similarly to the cocktail phenomenon, AUIs may, for example, broaden information 

focused upon by the user, and attenuate peripheral detail. 

 

There is a type of attentive user interface, the PAUI. According to Vertegaal et al. [26], this 

type of AUI lets you know the user’s attentional state. In addition to eye contact, electrical 

signals such as those on the electrocardiogram (ECG), from the heart, and the 
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electroencephalogram (EEG), from the brain, are examined, as illustrated in Fig 2.3. With those 

devices, specific attentional states can be determined that would be difficult to obtain from 

external data.  

 

 

Fig 2.3 PAUI heart rate monitor (left) and EEG (right) [26]. 

 

The example that Vertegaal gives [26] is between a user and a cell phone. Their PAUI uses 

the ECG and the EEG to distinguish between four attentional states of the user, at rest, moving, 

thinking and busy. If the user is in a busy state, then the cell phone should not ring but only 

vibrate, in order not to disturb the user.  

  

2.2 Affective Computing  

As the name implies, affective computing is related with feelings, attitudes, and moods. It 

appeared in the 90s as a research area that aims at designing systems that can synthesize, 

recognize, and interpret emotions [27]. It has been growing in the last decade, with numerous 

developments in how people model, detect and understand a user's affective state [10] and 

detect human emotions to adjust applications to the user’s behavior, moods, and affective state. 

Typically, measuring these emotions is difficult because of the lack of existing technology 

needed for emotion sensing [5].  

In the work of K. Kusher et al. [19], the authors propose a visualization tool that represents 

excitement, both individually and in groups, for emotional self-awareness and group-level 
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awareness. The data visualized is obtained from smart wristbands worn by the users. The 

visualization uses animated glyphs to generate a real-time representation for each individual´s 

excitement levels. The smart wristbands are a set of Microsoft Band 2 that measure the galvanic 

skin response (GSR) or electrodermal activity (EDA). Through the GSR they obtain the 

excitement levels that are being experienced. This data was streamed in real-time. If the 

wristbands were fit too tight, the GSR values could fluctuate, because this would lead to 

excessive sweating, so they measured accelerometer (ACC) values that corresponded to 

manifested excitement levels, and they would compare these values with the ones obtained from 

the Microsoft Band 2. If the user was exercising physical activity detected by the ACC and the 

wristband, an increase in the level of arousal would not be reported. They propose two different 

visualizations, one focusing on capturing real-time and previous excitement levels, and one 

more suited for capturing individual excitement peaks and the distribution of excitement in 

larger groups. 

In the work of T. Baltrusaitis et al. [24], the authors present a toolbox that analyzes facial 

behavior. It detects facial landmarks, estimates the head pose, estimates the eye-gaze, and 

recognizes facial action units. It is capable of real-time performance and it only uses a webcam. 

Through the action units they can recognize facial expressions. 

In the work of D. Cernea et al. [15], the authors introduce a solution to visualize user 

emotions while they are interacting with a specific UI component, like a button or a check box. 

Their goal was to help the user, providing him/her with information about the emotions felt by 

previous users. For example, there is a button that, if the user clicks, it would reproduce an 

unpleasant sound. This emotion would be recorded and then displayed below this button with 

a red color, warning a subsequent user that such button is associated with an unpleasant 

emotion. They adapt the original graphical user interface (GUI) in order to show which type of 

emotions the UI components are associated with. Positive emotions, highlighted with a green 

color, and negative emotions, highlighted with a red color, can be seen in Fig 2.4.  
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Fig 2.4 Two radio buttons presenting "their" emotion. The top bar includes over 50 EEG readings, from different users 

[15] 

 

2.3 Techniques  

Electroencephalography (EEG), Eye tracking, Heart-rate variability (HRV), Electrodermal 

Activity (EDA) and Facial Expressions have been used to reveal user’s emotional and 

attentional states. In this section, we discuss the importance of each one of these techniques, 

how they are implemented, for what they are used and some experiments using them.  

 

2.3.1 Electroencephalography (EEG) 

According to Kerous et al. [13], people can use EEG to link brain activity with computers. Brain 

activity is detected in the form of weak electrical potentials on the surface of the human scalp 

and EEG devices (see Fig 2.5) are easier to use when compared to other alternatives, such as 

electrocorticography (ECoG) and magnetoencephalography (MEG). To obtain EEG signals, 

people place electrodes on the scalp and the signal has excellent temporal resolution, 

measurable in the range of milliseconds. To be recorded, the signal must cross the skull and 

scalp. Moreover, additional noise is introduced by the subject (eye movement, muscle activity) 

as well as by environmental disturbances (electronic devices, power line noise). This causes a 

lot of information to be diluted and lost in the background. To improve signal quality, 

conductive gel or saline is usually applied to the electrode tips, although specialized dry 

electrodes may also be used. This brain activity signal is constantly detectable and appears in 

different wave bands: alpha (7.5 to 12 Hz), beta (12 to 30 Hz), gamma (31 Hz and above), delta 

(0.5 to 3.5 Hz) and theta (3.5–7.5 Hz). EEG monitoring can be performed in the capacity of 

physiological recording, where it becomes an indicator of the user's emotional and attentional 
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state. According to Vertegaal et al. [26], with EEG people can get user states and motor activity. 

With this, we can separate four different user states of the person: at rest, moving, thinking and 

busy. 

 

 

Fig 2.5 Various EEG devices. 

 

In the work of D. Cernea et al. [15], the authors use this technique to acquire emotion data. 

Whenever the user interacts with an input GUI widget, the system records EEG brain signals 

through an EPOC headset, an EEG device. Signals are then interpreted as emotional states and 

stored with a reference to the GUI widget. Emotions captured this way can be viewed in the 

corresponding widget through emotion scents, real-time emotion perception or post-task 

analysis and decision support. The emotional states are based on Russell’s circumplex model 

of affect [28], represented in Fig 2.6, a two-dimensional model: valence (positive or negative) 

and arousal (excited or calm). Valence corresponds to a pleasure/displeasure scale, whereas 

arousal corresponds to a sleepiness/excitation scale. These scales define a circumplex space 

where it is possible to locate any ‘folk-psychology’ emotional term. 
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Fig 2.6 Russell’s circumplex model of affect. 

 

They use this model because the emotions captured by the EPOC headset are the same as 

those that are present on the model.  

In the work of D. Chen and R. Vertegaal [16], the authors analyze the motor activity through 

an EEG to inspect four distinct states of the user and use them to predict the user availability 

for interruptions. These four states have interruption costs for both speech and motor activities, 

like a meeting or running, respectively. By using the user's physiological state and cost for 

interruptions (indicated by the user how he/she wants to be interrupted in each of the states, for 

each type of notification, whether it’s an email, IM or calls, as seen in Fig 2.7), the system 

decides whether the user should be interrupted or not. As seen in Table 2.1, the first state of the 

system exhibits a very low degree of attention, where the user is not actively engaged with any 

task and can be interrupted without any interruption cost. The second state has a low 

interruption cost for audio-related interrupts but has high interruption costs for motor interrupts, 

such as messaging. For example, the phone is ringing but the emails and messages are set to 

vibrate. This state is associated with transit activities, such as walking or running. The third 

state is mental engagement while at rest, which results in high interruption costs for auditory 
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interruptions. The fourth and last state is of higher activity engagement, where any cost of 

interruption is high, and the user should not be disturbed. 

 

  

Fig 2.7 – User interruption preference 

 

Table 2.1 - Classifying activities according to attentional state [16]. 

 

 

2.3.2 Eye Tracking 

This technique is used to estimate where the user is looking at, to which devices the user is 

looking at, such as a mobile phone or a computer screen. This is called the eye gaze estimation. 
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It gathers and delivers information about the person’s attention, but it cannot distinguish if the 

user is paying attention to something or is simply looking at something [4]. That is why people 

use other techniques like ECG, EDA, and EEG to know if the user is really engaged or not. 

This technique can also be used to study human emotions, as seen in [5], where pupil dilation 

is used as a measure of physiological arousal.  

In the work of G. Singh et al. [3], the authors developed an emotional state estimator that 

provides input for runtime GUI redefinition in the context of life critical robot teleoperation. 

They use a device named Tobii 4c (see Fig 2.7) to estimate the user’s emotional state and 

attentional state. They extract general fixation information, such as number of fixations, total 

time, total fixation duration, average fixation duration, repeated fixations, biggest fixation at, 

and extract the fixation map (containing information for each fixation), like the number of visits, 

start time, fixation duration, total fixation duration. 

 

Fig 2.8 Tobii 4c 

 

In the works of K. Yadati et al. [17], the authors use an eye-tracker named SMI RED 250 

(see Fig 2.8), that records eye-movement data at a frequency of 250Hz. They propose a way of 

delivering advertisements considering the emotion and attention of the user. To do that they use 

an eye-tracker and a camera/webcam (facial expressions). If the user is seeing a video about 

cars and he/she is in a high arousal state, a car ad must be shown to the user. This way, the 

probability of the user remembering the ad is higher and his arousal state keeps up. They 

conclude that their framework had a good performance, meaning the users remembered the ads 

because it was related to the theme of the video they were seeing, and their arousal state kept 

up. 

 

Fig 2.9 SEMI RED 250 

 

In the work of V. Georges et al. [18], the authors show where the users were looking when 

they experienced specific cognitive and emotional states through gaze heatmaps, physiological 

heatmaps and facial expressions heatmaps. Beyond eye-tracking, they use electrodermal 
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activity, heart rate, vocal and visual cues, body gestures or facial expressions to infer different 

physiological and behavioral signals. They used a Tobii X-60 for gaze estimation. In their 

experiment, the participants were supposed to look at complex websites and perform some tasks 

to trigger different levels of cognitive load. They concluded that it is “possible to visually 

analyze users' various emotional and cognitive states for specific areas of a given interface”. 

 

2.3.3 Heart-rate Variability (HRV) 

With an electrocardiogram (ECG), people can get people's heart-rate variability (HRV) and 

heart rate (HR) that can be used to estimate a user's emotional state. According to Georges et 

al. [18], a user’s heart rate signal can be associated with a change in cognitive load or emotional 

load. With an ECG, people can also estimate the user’s attentional state, by examining the 

electrical signals from the ECG [27]. 

According to Chen and Vertegaal [16], the heart emits the highest electrical activity of all 

organs of the body, providing robust physiological data of the user’s load levels. The 

sympathetic nervous system (SNS) and the parasympathetic nervous system (PNS) influence 

the electrocardiogram signal (ECG) because both components of the nervous system regulate 

the heart. When a person is in a high stress level, the SNS acts to increase the heart rate. The 

PNS counters the effect of the SNS by decreasing the heart rate. It is the PNS that regulates our 

heart in normal situations. The heart-rate variability (HRV) is calculated using the standard 

deviation of the heart rate data. The authors objective was to estimate the user's attentional state 

using the heart-rate variability signal and brain activity (EEG), to see if the user could be 

interrupted or not, depending on the user state. There were four distinct user states. They 

measured the Low Frequency (LF) power and if the Low Frequency (LF) was low, then the 

user was considered to be in state 1 (low mental activity, at rest) or state 2 (low mental activity, 

sustained movement), depending on the EEG signal. If the Low Frequency (LF) was high, then 

the user was considered to be in state 3 (high mental load, at rest) or state 4 (high mental load 

sustained movement), depending on the EEG signal. They used the EEG signals for motor 

activity. They applied this automated regulation of notifications in a mobile phone. 

In the work of G. Singh et al. [3], the authors use a device named Bitalino (see Fig 2.9) to 

assess the heart rate (HR), heart-rate variability (HRV), the Standard Deviation of Normal to 

Normal (SDNN), the Root Mean Square of the Successive Differences (RMSSD), the Very 

Low Frequency (VLF), the Low Frequency (LF) and the High Frequency (HF). All these 

measures are related to the user’s heart. With these features the authors were able to estimate 

the user’s emotion and attention.  
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Fig 2.10 Bitalino 

In the work of D. Freitas et al. [5], the authors only use a camera, named Intel RealSence 

(see Fig 2.10) to detect the heart rate (HR). To detect it, they use the RealSence SDK that comes 

with the camera Intel RealSence and it detects color changes and uses them to see if a pulse 

happened. This method is not the best because, as they observed, “The heart rate value is very 

unstable and sensitive to light changes;” and “(…) heart rate estimations can be done when the 

head- to-camera distance is approximately 30 cm to 60 cm”. Their objective was to create a 

panel that estimated the user's emotions and attention and use it in a game, to change its 

difficulty or its events, for example.  

 

 

Fig 2.11 Intel RealSense Camera 

 

 

 

2.3.4 Electrodermal Activity (EDA) 

According to the statements of Kucher et al. [19] based on [20]– [22], over the decades, 

electrodermal activity (EDA) and galvanic skin response (GSR) have shown promising results 
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in terms of correlation with the user’s arousal levels. In this technique, two electrodes measure 

the conductivity of a user’s skin. Conductivity is affected by the moisture that is generated by 

the eccrine sweat glands, which can be found on our hands and feet, and are more sensitive to 

alter as a result of changes in emotional arousal. Activation of these sweat glands is not under 

a person’s conscious control and can be linked especially to a high level of arousal and cognitive 

workload. To get the EDA signals, we can use various devices. 

 

In V. Georges et al. [18], the authors used a device named Biopac MP150 (see Fig 2.11) to 

get electrocardiogram (ECG) signals and electrodermal activity (EDA) signals. They state 

“EDA measures the activity of the eccrine sweat glands and has been shown to be correlated to 

arousal. It can be used to measure emotions and cognitive load.” The objective of this paper 

was to present a tool that describes users’ physiological and behavior signals while interacting 

with a system. The tool shows where the person was looking when experiencing a certain 

emotion and cognition. They concluded that for a specific area in an interface it is possible to 

analyze the user's emotional and cognitive states. 

 

 

Fig 2.12 Electrodermal Activity Measurements 

 

 

2.3.5 Facial Expressions 

According to McDaniel and Si [10], facial expressions are important indices of people's 

emotions, attitudes, and intentions. When a person is welcoming another person, to show a 

positive attitude, normally the person smiles. Arif and Grap [27] state something similar. They 

say that facial expressions are a valuable behavioral measure for the study of emotion, cognitive 
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processes, and social interactions. Lim et al. [10] gives an example. When a student answers a 

question incorrectly, a sad expression will be displayed.   

Facial expressions are measured according to the Facial Action Coding System (FACS), 

invented by Ekman and Friesen [3]. There are basic elements of FACS named action units 

(AUs). One single AU represents movement of a single muscle or group of muscles [2]. 

According to Baltrusaitis et al. [24], there are not many tools available that do AU recognition, 

but there are available commercial systems that perform AU recognition, amongst other 

functionalities, like Affdex (from Affectiva). The drawback of these commercial systems is 

unknown algorithms, unknown training data and the product may be discontinued, like 

happened with FACET.   

But there are some problems in collecting facial expressions to estimate people’s emotions. 

Ward and Marsden [29] wrote that some facial expressions show reactions not apparent in the 

psychophysiology data and vice versa. They stated that some people show higher facial 

expressivity and others little, but that does not mean that the person that is showing higher facial 

expressivity is experiencing stronger emotions, or the person with little facial expressivity is 

experiencing weaker emotions. That is why people use other techniques like ECG, EEG, EDA, 

Eye trackers, to be more precise about what emotion the person is experiencing. 

Freitas et al. [5] states that the latest approaches to collecting facial expressions to estimate 

a person's emotion just use cameras, computer vision and machine learning. In this project, they 

use a camera and an SDK, Intel RealSense Camera and AffectivaSDK, respectively. These tools 

can capture eight different emotions (anger, contempt, disgust, engagement, fear, joy, sadness, 

and surprise), five facial expressions and fourteen hand gestures. The AffectivaSDK can detect 

twenty facial expressions and detect the same emotions as the Intel RealSense Camera and 

AffectivaSDK combined. Their goal was to develop a software toolkit, named EmoCam Panel, 

that streamed the affective data to video games developed in Unity3D, allowing game 

developers to include emotional intelligence in their applications.    

In the work of G. Singh et al. [3], they also use the AffectivaSDK and a common camera 

to detect human emotions. The SDK processes images frames and detects emotions from faces 

present in those frames. With this, they could extract 9 facial emotions (joy, fear, disgust, 

sadness, anger, surprise, contempt, valence, and engagement), 21 facial expressions and facial 

orientation information, as can be seen in Table 2.2. 
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Table 2.2 - Data collected from common webcam and AffectivaSDK [3] 

    Joy 

    Fear 

    Disgust 

    Dadness 

Camera Emotions Anger 

    Suprise 

    Contempt 

    Valence 

    Engagement 

    Smile 

    Inner Brow Rise 

    Brow Rise 

    Brow Furrow 

    Nose Wrinkle 

    Upper Lip Raise 

    Lip Corner Depressor 

    Chin Raise 

    Lip Pucker 

    Lip Press 

  Expressions Lip Suck 

    Mouth Open 

    Cheek Raise 

    Dimplier 

    Eye Widen 

    Jaw Drop 

    Lip Tighten 

    Lip Stretch 

    Smirk 

    Eye Closure 

    Attention 

    Pan 

  Face Orientation Tilt 

    Yaw 

 

 

In the work of V. George et al. [18], to detect emotions through facial expressions, they use 

a software named FaceReader 6, that detects seven discrete emotions (happy, sad, angry, 

surprised, scared, disgusted, and neutral), through probability. The objective of this paper was 

to present a tool that describes users’ physiological and behavior signals while interacting with 

a system. The tool shows where the person was looking when experiencing a certain emotion 

and cognition. 
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In the work of K. Yadati et al. [17], to detect emotions through facial expressions, they use 

an “out of the box” emotion analyzer, named eMotion. It gives continuous probability scores 

on the chosen canonical emotions. It detects six canonical emotions (neutral, happy, surprise, 

anger, sad, fear and disgust). They propose a way of delivering advertisements considering the 

emotion and attention of the user. To do that they use an eye-tracker and a camera/webcam 

(facial expressions). The authors see what kind of video the user is watching and, if it is in a 

high arousal state, an ad related to the theme of the video interrupts the main video. They 

concluded that with this technique, the probability of the user remembering the ad is greater 

and that, after the ad, the high arousal status kept up. 

In the work of D. Cernea et al. [15], to detect facial expressions, they do not use a camera. 

They use the Emotiv EPOC EEG headset that has an EPOC framework. The device has 14 

electrodes to capture the electrical signals sent by the brain. This EPOC framework can interpret 

these signals as facial expressions, cognitive commands, and emotional states. However, the 

focus of their researcher does not care about detection techniques, but they state, “While the 

framework itself is proprietary, previous research suggests that the detection of facial 

expressions and emotional states through the device framework is reasonably accurate”.  

 

2.4.  Conclusions 

After finishing the literature review, very few papers were found that have done a tool to support 

the development of graphical interfaces, based on user monitoring (emotions and attention). A 

table was made to synthesize all the literature reviews that have case studies, Table 2.3.  

 

Table 2.3 - Literature review works features 

Eye Facial Task GUI

 Tracking Expressions Emotions Attention Interruptions Visualization Interaction  Support DEV

[5] NO NO NO NO YES YES NO NO NO YES NO NO

[19] NO NO NO YES NO YES NO NO NO NO NO NO

[16] YES NO YES NO NO YES NO YES NO NO YES NO

[3] YES YES YES YES YES YES YES NO YES YES YES NO

[17] NO YES NO NO YES YES YES YES NO YES NO NO

[18] NO YES YES YES YES YES YES NO YES NO NO NO

[31] NO YES NO YES YES YES YES NO YES YES YES NO

[32 NO YES NO NO YES YES YES NO YES YES YES NO

[30] YES YES NO YES YES YES YES NO YES YES NO NO

[37] YES YES NO YES YES YES YES NO YES YES NO NO

Considers Optimization
EEGReference ECG EDA

 

 

Many papers described above are related only to task support (interruptions, helping users 

do some task) or to visualize where the user looked and with what cognitive state, but no paper 
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was found that takes this data and tries to improve the interface by building a new one, 

developing a new GUI. 

However, three papers similar to the work presented in this thesis were found. In the works 

of V. Georges et al. [18][30], F. Courtemanche et al. [37], the authors developed a UX 

evaluation tool that measures users’ physiological and behavioral signals. These measures are 

then shown on a heatmap, which is composed of clouds that represents the number of times the 

user has been looking at a certain area, with a more loaded cloud being one of the places where 

the user looked more. Each one of the clouds has a color: green, yellow or red. Red represents 

negative valence, yellow represents positive valence and green represents cognitive load (seen 

in Fig 2.12). 

 

 

Fig 2.13 - Cognitive Heatmap 

 

In this dissertation, the user's clicks, his/her facial expressions, eye gaze and cognitive states 

will all be monitored and stored in a database. Similar to the work done by V. Georges et al. 

[18][30], F. Courtemanche et al. [37], two overlays are generated, one with the clicks associated 

with the facial expressions of the user and the other with eye gaze associated with the cognitive 

state of the user. Different from the work related to heatmaps, the tool developed in this 

dissertation, uses the data stored in the database to build a new optimized interface, represented 

by the parts (from different GUI versions) where the user reacted more positively, aiming to 

improve the experience and usability of the end user, improving the interface design process. 
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Chapter 3 – Approach 

  

In this chapter, the process of creating the tool is covered, from its architecture but also how the 

interactions between the tool and the user work. It will also be explained what equipment was 

used, why and how the EmoCam Panel works so that it detects facial expressions, to then 

estimate the users’ emotional state, and finally, why BITalino was used, to collect EEG, ECG, 

and EDA data, also to estimate the users’ cognitive state.   

 

3.1.  Equipment 

After reading the related work, several devices were considered to read the physiological signals 

of the users and to see where the users were looking, but in the end, BITalino was used to read 

the physiological signals of users and Tobii 4c as an eye tracker. The reason why these devices 

were used will be explained below. 

The device chosen to read EEG signals in this experiment is BITalino. One of the main 

reasons this device was selected is related to its accessibility. The other reason is that this device 

not only reads EEG signals, but also reads cardiac activity, related to ECG signals, and can read 

EDA signals. The last reason is because an EEG is not a cheap device (Appendix I).  

As BITalino also reads ECG signals and it was already accessible, it was also used to read 

these signals. In the works of C. Martin et al. [31], the authors compare the two ECG devices 

found in the literature review, the Biopac and the BITalino. The idea of the experiment was to 

use three different types of electrodes (gel, paper, dry) and collect ECG signals with each type 

of electrode and then compare those signals. The classical acquisition methods used in clinical, 

or research studies, typically recur to gelled silver/silver chloride (Ag/AgCl) electrodes. As the 

Biopac has restricted operations and the electrodes used for data acquisition were always the 

pre-gelled Ag/AgCl, experimenting new customized solutions could damage the device, so they 

used BITalino, which gave them higher control over the system to try different experimental 
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setups, as the 3 types of electrodes. When both devices used electrodes with gel, it obtained the 

smallest SNR difference between devices, therefore its performance is very similar. The higher 

dispersion obtained was when BITalino’s electrodes were made of paper, due to higher noise 

presence in the signals. They also saw that the signals obtained from all three types of electrodes 

retain much of the waveform morphology. They concluded that “the heartbeat waveforms 

measured through the proposed approach are nearly identical to those obtained with the gold 

standard equipment”. For this reason and because BITalino is used to read EEG signals, 

BITalino was chosen, with gel electrodes. 

Once again, the device that will read the EDA signals is BiTalino. Of the various papers 

read, several devices for reading EDA signals were used, all achieving similar performance to 

each other. For example, Microsoft Band 2, Empatica E4 and Biopac MP150. Since BiTalino 

will already be used to read both EEG and ECG signals, it was also chosen to read EDA signals. 

The eye tracker that is going to be used in this dissertation is Tobii 4c. Yadati et al. [17] 

used an eye tracker named SMI RED 250, however this eye tracker is no longer sold [25] and 

the Tobii 4c device was already available.  

The camera that will be used in this project is the camera that is integrated in the laptop. To 

detect facial expressions, the EmoCam program [5], that uses the Affectiva SDK, will be used, 

because this SDK, of all the SDKs found in the literature review, is the one that can read more 

emotions and expressions, as seen in table 3.1.  

 

Table 3.1 - SDK for facial expressions 

Name  Emotions Expressions 

Affectiva SDK [5] 8 20 

Affectiva SDK [3] 9 21 

FaceReader 6 7 - 

eMotion 6 - 

 

3.2.  Architecture  

The tool produced in this dissertation aims to help interface developers or designers to develop 

interfaces with a better design, a better user experience and a better usability, monitoring the 

user's emotional and attentional states.  



 

38 

 

 

Fig 3.1 – General Diagram 

Looking at Figure 3.1, it shows how the whole architecture was thought. In the beginning, 

the user opens three HTML interfaces (different design versions of the same). There are three 

interfaces because it was thought from the beginning to merge three interfaces. If it is to merge 

more or less interfaces, the code that merges those interfaces has to be changed. After opening 

the interfaces, the user's emotional and attentional data are collected. This tool is divided into 

two processes that are run in parallel. The first process, named “Emotional State and Pixel Data 

Collection” uses the EmoCam program to combine the emotional states (positive, neutral, 

negative), estimated by the facial expressions, with the user's clicks on the screen. The second 

process, named “Cognitive State and Pixel Data Collection”, uses the BITalino and the Tobii 

4c to combine three cognitive states (rest, workload, and intense workload) with the user's eye 
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gaze. Then, all this data is stored in a PhpAdmin database to be used by a python file named 

“ProcessImage.py” that gives a merge between the three interfaces (Merging GUIs, Fig 3.1), 

where the final interface is the set of the parts where the user had no negative emotional or 

cognitive states.  

Each part of the processes described above, “Emotional State and Pixel Data Collection”, 

“Cognitive State and Pixel Data Collection”, “Database (PhpAdmin)” and “Merging GUIs” will 

now be explained in more detail.  

 

3.3.  Emotional State and Pixel Data Collection  

A tool named EmoCam was used to estimate users’ emotional states. Emocam is an existing 

tool that can capture eight different emotions (anger, contempt, disgust, engagement, fear, joy, 

sadness and surprise), five facial expressions and fourteen hand gestures. The goal of the 

authors was to develop a software toolkit that streamed the affective data to video games 

developed in Unity3D, allowing game developers to include emotional intelligence in their 

applications. This tool was discussed earlier in section 2. In this dissertation, the tool was 

adapted to only estimate users' emotional states through facial expressions and leave hand 

gestures and the Intel RealSense related part aside. To estimate users’ emotional states through 

facial expressions, this software uses the Affectiva SDK, the one that detects more facial 

expressions, seen in Table 3.1.  

So, while the user is navigating the interface without clicking on anything, the EmoCam is 

detecting emotions, however those emotions are not being saved in the PhpAdmin database. It 

only saves the user's emotional state and pixel when he/she clicks in the html interface, because 

it is supposed to collect clicks associated with emotional states (the emotional state when the 

user does not click was not considered because it was not the objective of this process). The 

emotional states that are stored in the database are three, positive, neutral, or negative. These 

emotional states are a generalization of the eight different emotions that EmoCam can detect. 

For example, if EmoCam detected that the user was angry, this is a negative emotional state, 

but if the user on any other click was sad, this is also a negative emotional state. So, in both 

clicks, the emotional state saved on the database it’s negative. To save the pixels that were 

clicked in the interface on the database, a php file and a JavaScript file were used. The 

JavaScript file had a function to determine the pixel (x,y) that was clicked and the php file saves 

that pixel into the clickmap table. To save the three type of emotion on the database, a C# 

function is used. When the emotion is positive, the value 1 is stored, when it’s neutral the value 

0 is stored, when the emotion is negative, the value -1 is stored. (See Fig 3.3) 
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3.4.  Cognitive State and Pixel Data Collection  

To estimate the cognitive states of the user, a device named BITalino was used. BITalino is a 

low-cost, open-source, single-board computer designed for education, prototype development 

and biomedical research. It was designed to be suitable for the acquisition of physiological 

signals. BITalino kits are equipped with sensors that are very useful to estimate user emotions. 

It comes with sensors for electromyography (EMG), electrocardiography (ECG), electrodermal 

activity (EDA) and electroencephalography (EEG). For the recording of physiological signals, 

it is possible to use BITalino with the OpenSignal software or with an API. APIs are available 

for the following platforms and programming languages: Python, Android, Matlab, Arduino, 

Bonsai Library, C++, Objective-C, LabView, Java, Raspberry Pi and Unity.  

To get the cognitive states from the BITalino, the EEG, ECG and EDA signals were used 

and an already made project by Gagan [40] was also used. In the Gagan project, the author 

estimated three cognitive states of the user: rest, workload and stress; and also had the eye gaze 

of the user using the Tobii 4c device. In this dissertation, the three cognitive states that were 

estimated are rest, workload, and intense workload. These were the three cognitive states 

considered because the idea was to understand where, in an interface, the user reacted 

negatively, that is, with greater cognitive effort. An interface should be something easy and 

accessible to use, which does not force the user to increase his/her workload, except for some 

special cases like game interfaces or interfaces that have a video. To estimate these cognitive 

states, an adapted neuronal network made by António Tavares was used [38]. It was necessary 

to train this neural network. Then these estimations and eye gaze values were inserted in a table 

from the PhpAdmin, the “bitalinotobiimap” table. The rest state was inserted with value 0, the 

intense workload state was inserted with value 1 and the workload state was inserted with value 

2. 

For BITalino, to capture the EEG, ECG and EDA signals, the user needs to use electrodes 

in various positions, depending on the signal that is to be captured. Then, these electrodes are 

connected to the sensor that corresponds to the signal to be captured, through a cable, and this 

sensor is connected to the main board, also through a cable. BITalino is connected via Bluetooth 

to the computer.  

To capture the eye gaze of the user, the Tobii 4c was used and, in the C++ program, made 

by Gagan, the Tobii gives the coordinates to where the user is looking at. However, when an 

interface with a scroll down option is being used, the Tobii does not work as it was intended, 

because if a user is using an interface and it scrolls down, the section of the interface to where 
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the user is looking at, passes the height of the screen and Tobii 4c only gives the coordinates of 

the dimensions of the screen monitor. The solution found was to make a JavaScript function 

that gives how many pixels the user scrolled (window.scrollY) and then it saves it to the 

phpAdmin database in a table called “scrolloffset”. So, every time the user scrolls, the pixels 

that were scrolled are saved on the table. At the same time, the eye gaze is being saved in the 

“bitalinotobiimap” table, but the y coordinate and the value of the scroll are added. It is always 

the last scrolled values that are fetched from the “scrolloffset” table. 

 

3.5.  Database - PhpMyAdmin  

PhpMyAdmin Database is an open source and free tool to handle data, whether it is MySQL or 

MariaDB data. It is written primarily in php and it is used for web hosting services. For it to 

work on the local machine, a program called XAMPP had to be installed. 

In this thesis, this tool was used to save the data in tables. Data that came from the facial 

expressions, the clicks, the BITalino and the Tobii. From the beginning, the use of phpAdmin 

was considered because it allows an easy way of communicating between programs that were 

written in different code languages, and in this tool, there are various programs that use different 

coding languages, as seen in the General Diagram (see Fig 3.1). However, there are other 

databases that also facilitate communication between programs that were written in different 

languages, such as Microsoft SQL, DBeaver, Snowflake, and more. The database model can be 

seen, in Fig 3.2. 

 

 

Fig  3.2 - Database model 
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For facial expressions, the table is called “emotion” (see Fig 3.3), and the process of how 

the emotional state is saved was explained in section 3.2.  

 

 

Fig 3.3 - "Emotion" table 

For the clicks, the table is called “clickmap” (see Fig 3.4) and is composed by the “x” and 

“y” position of the pixel that was clicked and the location of the page that was clicked.  

 

 

Fig 3.4 - "Clickmap" table 

The tables described above had to be separated because the programming language used to 

get the clicks was not the same language used to get the emotional states. If both clicks and 

emotional states were inserted in the same table, it would not be possible for them to be in the 

same table entry, not even with the same attributes. So, the program that wrote the emotional 

states would always ask phpAdmin if there had been a click. If there was a click, this program 

would save the emotional state exactly with the same ID as the click, to then do a merge of the 

tables in a single one (See Fig 3.5). This merge is done by clicking on a button on the interface. 

This process is explained later (Page 44). 
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Fig 3.5 - Emotional States Process 

 

 

For the Bitalino and the Tobii 4c, the table is called “bitalinotobiimap” (see Fig 3.7). It was 

not necessary to separate the BITalino from Tobii, as was done previously for facial expressions 

and clicks, because the data coming from BITalino and Tobii are from the same program, the 

Gagan program. It was enough to insert into the same entry of the table, with just one line of 

code, both the cognitive state of the user and to what pixels he/she was looking at (see Fig 3.6). 

The table is composed by the “x” and “y” coordinates, that is the eye gaze of the user, the 

“location” of the page to where the user is looking at, the “emotion_type” that is the cognitive 

states of the user, that can be 0 if it’s the Rest state, 1 if it is the Intense Workload state and 2 if 

it is the Workload state and finally the “time”, to know when the user had the interaction with 

the interface. Why the time is used will be explained in detail later (Page 44).  

 

 

Fig 3.6 - Cognitive States Process 
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Fig 3.7 - "Bitalinotobiimap" table 

 

The data described above were saved so that later a call could be made to the database to 

give us the results in two distinct overlays, which cover the test interface. This call is made by 

two buttons present in the test interface, the “Display Click Map” button and the “Display 

Emotion Map” button.  

When the “Display Click Map” button is clicked, a merge between the “clickmap” table 

and the “emotion” table occurs. A JavaScript and a php function were developed to do that. The 

merge results in a new table, the “emotionclickmap”. This button also makes a call to get the 

values from this new table and shows them in an overlay, in front of the interface that is being 

tested. In the overlay, the user can see colored dots with three different colors: green, yellow 

and red. Green means that the user had a positive facial expression and corresponds to the value 

1. A yellow dot means that, when the user clicked on that position, he had a neutral facial 

expression, corresponding to the 0 value. Finally, a red dot means that the user had a negative 

facial expression, corresponding to the value -1 (Appendix C). 

The “Display Emotion Map” button is similar to the “Display Click Map” button, however, 

it does not merge two tables because it is not necessary. As described earlier, the cognitive 

states of the user and his eye gaze are already in the same table, so this button only makes a call 

to the “bitalinotobiimap” table to show the results in an overlay, in front of the test interface. 

This overlay is similar to the one described above, however, when the point is green, it means 

that the user was in a rest state and corresponds to the value 0. A yellow point means that the 

user, when he/she looked at that position, was in a workload state, corresponding to the value 

2. Finally, a red point means that the user was in an intense workload state, corresponding to 

the value 1 (Appendix D). 
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In this specific overlay, it was developed a timeline widget for people who would analyze 

the user results (see Fig 3.8). This was developed so that analyzers could better understand why 

the user at a certain point was in a certain cognitive state. Physiological measurements ECG 

and EDA take a few seconds to manifest, so a dot appearing in red may mean that it was 

something that happened a few seconds ago. With this timeline, the analyzer can know where 

the user was looking seconds ago, thus discovering the reason why that point was red. It had 

two arrow buttons, one that represented “step back in time” and the other represented “go 

forward in time”. In the middle of these two arrow buttons, there was a text box where the 

analyzer saw the time in seconds and below this text box there was another that showed the 

jump that would be applied. This time jump could be changed manually or there were default 

buttons for each sensor that would be applied in the experience. The first one was the “ECG” 

button, and it altered the time jump by adding 0.5 seconds. The second one was the “EDA” 

button, and it altered the time by adding 2 seconds. Finally, the last button, called “Default”, 

altered the time by adding 1 second. The EEG button was not included because the time that 

the results of this physiological measure take to manifest is so short that it is considered "live", 

unlike the other two measures that have a delay. To change it manually, the analyzer just needed 

to write in the text box that showed the time jump that would be applied. Every time the analyzer 

clicked on one of the arrow buttons a call was made to the “bitalinotobiimap” table that asked 

for all points that had an associated time shorter than the time requested by the analyzer, that 

is, the time that was in the text box that showed the time. That is why the time column exists in 

the “bitalinotobiimap” table. 

 

 

Fig 3.8 - Timeline 

 

3.6.  Merging GUIs  

A python file, named ProcessImage.py, was developed to give a merge between the three tested 

interfaces, where the final interface is the set of the parts where the user reacted more positively. 

This python file makes queries to the tables described in section 3.5, to get the list of points 

where the user had a negative emotion state or a negative cognitive state. 

Summarizing the process, the file cut the first tested interface from the top to where there 

was a negative emotion state or a negative cognitive state and pasted the cut interface in the 
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final interface. Then, passed to the second tested interface and did the same process, thus giving 

the best interface. The order in which the tested interfaces were processed was first, second, 

third and back to the first until the negative points were all processed. The process will be 

explained in more detail below.  

For this to work the file first needed images of each one of the interfaces that were being 

tested. For that, a program called “ShareX” was used. This program is great for taking 

screenshots of interfaces that have a scroll down option. To open the images, the python file 

used a library named “PIL”. 

After the interfaces prints, the program needed to know what text was present in these three 

interfaces and in which position. For that, two python libraries were used, one named 

“pytesseract”, that uses “OCR” and the other named “OpenCV”. This library runs through the 

print taken, detects text present in it and detects the box surrounding the text and saves this in 

a list (sentence, top left corner height, bottom left corner height). The reason why this was used 

will be explained later (page 46).  

After these steps, the information present on the PhpMyAdmin database was important to 

know where the user clicked and looked at, and what were the emotion states and cognitive 

states of the user. For that, a library was used to connect the python program to the database 

named “mysql.connector”. When the file was connected to the database, various queries were 

made, one for each interface. The only dots/pixels that needed to be fetched from the database 

are those where the user had a negative facial expression (-1) or if intense workload (1) or 

workload (2) were detected. For that, a query like the one seen in Fig 3.9 was done: 

 

 

Fig 3.9 - Query Example 

 

The parameter “y” was the only coordinate of interest, since the image was cropped 

horizontally, so it was only necessary to know the height and not the width of the interaction. 

To understand the logic, just think that if a point with negative facial expression or a cognitive 

state of intense workload or workload was found, it meant that everything in the interface that 

was above that point, the user reacted positively, so the interface was cut from the top to that 

point and that portion was analyzed to see if it contained negative interactions or if the text that 

was present in that portion was already present in the final interface. If there were negative 
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interactions or repeated text, they were not inserted in the final interface. The parameter 

“location” was to know in which test interface the interaction was. In the query, the “y” is 

ascending so that the first negative point to get is the highest point on the interface.  

With everything mentioned above, the boxes of the text present in each of the interfaces 

were found and the coordinates of the negative interactions were also found. The reason the 

interface text was needed is because the final interface could have repeated sections. If an 

interface has a section to fill in the name at the top of the interface and another test interface 

has a section to fill in the name at the bottom, in the final interface, these two sections could be 

present, if both were not associated to a negative emotion. Hence, the text of the interfaces was 

needed. However, “pytesseract” / “OCR” is not perfect, and some text may be poorly detected, 

for example, as seen in previous interfaces that were made to test all described above, "name" 

being detected as "nene". The solution found was to see similarities between words. For this, 

another python library was used, named "difflib". This library has a function, named 

"SequenceMatcher", that tells how similar two strings are. After some tests, the best value to 

detect that the word was similar was 0.7, so when comparing two strings, if the result is bigger 

than this value, the strings are the same. With this, the same section could not be repeated in 

the final interface.  

The coordinates of the negative interactions that were made, were saved in a list which was 

made to keep the interaction’s “y” coordinate and to which test interface that same interaction 

corresponded. For example, the list could be: [(45,1), (32,2), (78,3),…]. The first position of 

the list means that an interaction on the first test interface was made, because it has the value 1, 

and it was on a pixel with height 45. 

Finally, an iteration was made through this list of the negative interactions until reaching 

the end of the list. Inside this iteration, another iteration was made by the list of words from the 

correct interface, to know which word that interaction was associated with. If the “y” value of 

the iterator was inside of one of the text boxes present in the list of words, it meant that the 

word associated with the negative interaction was found. As the list of negative points was 

made as ("y", "interface"), it was possible to obtain the text list of the correct interface. After 

finding the word that corresponded to the negative interaction, the tested interface was cut from 

the top to the negative interaction (excluded) and another list was created to see the text that 

was present in this sub interface. This was made to see if in this sub interface there were other 

negative interactions in addition to the one being iterated and to see if there was repeated text 

between the final interface and the one to be cut. If there was a negative interaction or repeated 

text in this sub interface, those words were excluded from the text list of the sub interface. Then, 
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an iteration was made through this sub interface text list to cut the words and paste them in the 

final interface. In the final interface, to know from which test interface the word was cut, colored 

lines were around the cut, making a rectangle. If it was the first test interface the color was red, 

if it was the second test interface, the color was yellow, if it was the third test interface, the 

color was green (Appendix E). 

In certain cases, a section of an interface may not be inserted into the final interface because, 

in all test interfaces, that section is associated with negative emotional states or negative 

cognitive states. Then, after the optimized interface is generated, another one is generated that 

contains the sections that were not inserted in the optimized interface, helping the designer to 

identify the parts that were not inserted, so that they can be more careful in the redesign 

(Appendix L). 

Summarizing this chapter, the emotional state associated with clicks and the cognitive 

states associated with eye-gaze are saved in a database, so that a designer can later see these 

same data in two distinct overlays, to realize where the user clicked and in what emotional state, 

he/she is, where the user looked and with what cognitive state. This data is then also used by 

the tool to merge the interfaces, to give us the optimized interface in the end, formed by the 

parts where the user reacted more positively. In short, it can be concluded that the entire 

architecture of the project was described and explained, as well as each process that forms that 

architecture and the equipment that was used. 
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Chapter 4 - Case Study and Evaluation  

 

This chapter will describe how the tests were carried out. According to the developed project, 

a case study was chosen, and an evaluation was carried out with designers from a specific IT 

company to evaluate the user’s feedback. For data collection, both emotional and cognitive, it 

is important to note that due to the pandemic, caused by the Covid-19 virus, the users tested 

were known and familiar, so it can be said that the tests were carried out for convenience.  

This study had two objectives. The first was to develop a tool based on user monitoring 

(emotions and attention), to provide optimal interaction, related to user emotions and attention. 

The tool development was already described in chapter 3. The second objective was to perform 

a user study to verify whether the developed solution brings improvements compared to the 

conventional method used by the company. That objective will be described throughout this 

chapter. The conventional method used by the company consists in developing an interface and 

then users test the interface and tell the designers what they think is good and what is not so 

good. In this use case, the user feedback will be the overlays (the clicks associated to the 

emotional state and the eye gaze associated to the cognitive state) and the designer will have to 

build an interface depending on the results of that same overlay. In the end, the designer's results 

will be compared to the tool results. 

 

4.1. Design 

In the testing phase, it was important to assess the following: 

• If the neuronal network was well trained, to find out if it was a viable source to 

justify future conclusions. 

• If the overlays (results from users) were easy to interpret, user friendly and if with 

only the overlays it was possible to build manually an optimal interface. 

• If the tool developed was useful to be used by designers. 

 

 

4.1.1  Neuronal network reliability 

To assess whether the neural network was well trained, in the test interfaces, two tasks were 

developed that would stimulate either the cognitive state of workload or the cognitive state of 

intense workload.  



 

52 

 

One of them was to memorize a code at the beginning of the test and, when the user finished 

the tasks he had to do or the time he had to do those tasks ran out, the user was required to put 

the code memorized at the beginning of the test, at the end of the interface. This task would 

trigger the cognitive states mentioned above because to complete it, it is necessary to remember 

something, to think, which implies a minimum workload. The idea was, after the test is finished, 

to see the overlay (user results) and check if there was a yellow or red dot in that area (workload 

and intense workload, respectively). If so, it was possible to assume that the network was well 

trained. 

The second task that would trigger the cognitive state of workload or intense workload 

would be an impossible task to complete. In the script presented to users, there was a task that 

the answer was not present in the interface. The idea here was to generate nervousness or 

irritation in the user, as they could not find the answer to the task and had time to do it. Once 

again, at the end of the test, the idea was to see the overlays (user results) and check if there 

were yellow or red dots while the user was solving this task. 

With these two tasks developed in this way, it was possible to verify whether or not the 

neuronal network was well trained and could be used as a source of justification for future 

conclusions. 

 

4.1.2 Overlays interpretation 

To assess whether the overlays were easy to interpret, designers were asked to build an optimal 

final interface manually. This optimal interface should be a merge of the parts where the user 

reacted more positively. This process was recorded, with the consent of the designers, so that it 

could be reviewed later. The idea of this review was to understand if there were human errors 

and if they were due to a distraction or if they were due to the overlays being difficult to 

interpret. In the end, to also get the designers' opinions, a "USE Questionnaire: Usefulness, 

Satisfaction, and Ease of use" [39] inspired questionnaire was developed, because this type of 

questionnaire is used to measure the ease of use of a product or service, and the overlays ease 

of use needed to be measured. One of the questions in this questionnaire was "Is it user 

friendly?". 

 

4.1.3 Tool usefulness  

To verify if the tool was useful for the designers, the manual interface developed by them, 

through the users' overlays, already mentioned in section 4.1.2, was compared to the interface 

generated by the tool. If the results were equal to each other, it meant that the tool that builds 
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the optimal interface "automatically" was not useful, in the sense that, designers could only use 

overlays to build that interface. However, it was also necessary to understand if the tool is 

applying the rules that will be described in section 4.3.4. For this, all interfaces generated by 

the tool were revised, all cut sections were checked to see if there were any negative points in 

them. The recordings of the interface generated by the designers were also reviewed to see if 

this result might not be similar to the result generated by the tool because the designers 

misapplied the rules.  

 

4.2.   Experimental apparatus 

To train the neuronal network, electrocardiographic (ECG), electrodermal (EDA) and 

electroencephalographic (EEG) data were collected with BITalino. 

To collect the ECG data, three electrodes were used, one positive, one negative and the 

reference. The positive electrode was placed below the left clavicle, the negative electrode was 

placed below the right clavicle and the reference electrode was placed in the iliac crest (see Fig 

4.1) [35]. There were other options of positioning the electrodes for this signal however these 

positions that were tested gave more stable values. [33] 

 

Fig 4.1 - ECG electrodes position [35] 

  

To collect the EDA data, two electrodes were used, the positive and the negative because 

in the manual of BITalino only these two were referenced. The negative electrode was placed 

in the left hand thenar eminence zone, closer to the thumb and the positive electrode was placed 

also in the left hand thenar eminence zone but under the negative electrode, closer to the wrist 

(see Fig 4.2). [3] 
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Fig 4.2 - EDA electrodes position [36] 

To collect the EEG data, three electrodes were used: the positive, the negative and the 

reference. Both the positive and the negative were placed on the forehead and the reference 

electrode was placed behind the left ear. [3] 

After the sensors were all prepared, the data was collected. 

To collect the user's facial expressions, the camera's own laptop was used in conjunction 

with the EmoCam program. This process is described in chapter 3. 

Tobii 4c eye tracker was used to collect the users eye gaze. 

 

4.3. Procedure 

The case study was divided into four steps. In the first step, two pilot tests were conducted to 

know what method was going to be used to train the neuronal network, if with an interface 

similar to the ones used in the final test with users or with tasks that increase the cognitive states 

of the user. The second one was to collect data to train the neuronal network, already knowing 

what method to train. Bear in mind that the activities carried out to collect data lasted the same 

time, 5 minutes. The third step was to test this trained neuronal network and to generate the 

optimal interface, generated by the python file. The final step was to send users results, that is 

the overlays, to see if the designers could replicate the optimal interface generated by the tool, 

to then compare it to the outcome of the tool. If they were able to replicate the same outcome 

as the tool, then there would not be much use for the same. In the end, the designers answered 

a questionnaire about their own experience. 

 

4.3.1 Pilot Tests 

In this first step, two pilot tests were made to see how the neuronal network was going to be 

trained. This was important to do because, for the neuronal network to work, it was necessary 
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to have user data in each of the cognitive states. If the files were very similar to each other, then 

the neuronal network would not be able to train, because, when it tried to learn, it would not be 

able to distinguish between one state or the other. In the first pilot test, tasks that increase the 

cognitive states of the user were carried out independently, which means, there was no interface, 

and in the other pilot test, a similar interface and a similar script of activities, used in the final 

step with users, was used.  

In the first pilot tests, to collect data related to the cognitive state of Rest, the user was asked 

to relax for 5 minutes, doing nothing. 

To collect data related to the cognitive state of workload, a digit-span task was presented 

to the user. This is a test of short-term memory. The user is asked to repeat a string of numerals 

spoken by an examiner. The string is made progressively longer in order to determine the 

numerals that can be recalled. In this case, the examiner was just a website that had this memory 

test implemented and the user needed to insert the numbers by the correct order to see if he/she 

memorized it or not. This activity had a duration of five minutes and the number of digits that 

the user needed to memorize was six. [34] 

To collect data related to the cognitive state of intense workload, the same digit-span task 

was presented to the user, but instead of memorizing six digits the user needed to memorize 

eight. The task had a duration of five minutes. 

In the other pilot test, that used an interface similar to the one used in the final tests, to 

collect data related to the cognitive state of workload, there was a code or ID, composed of six 

digits, that the user had to memorize for ten seconds. Then this code needed to be inserted in a 

text box at the end of the interface, simulating the digit-span task, after the user has completed 

some tasks with a maximum duration of ten minutes. 

Similarly to the first pilot test, to collect data related to the cognitive state of rest, the user 

was asked to relax for 5 minutes, doing nothing. 

To collect data related to the cognitive state of intense workload, the task was very similar 

to the task of collecting data for the workload state in the second pilot test, however, instead of 

having to memorize a six-digit number, it had to memorize an eight-digit number. 

At the end of the first and the second pilot tests and after the neuronal network was trained 

in different ways (depending on the pilot test), users tested in an interface similar to the one 

they used in the second pilot test. The script used was different from the script used in the 

second pilot test. After the users finished the script tasks, the buttons that built the overlays 

were clicked and the estimated cognitive states were analyzed. In the end, the idea was to 

compare the overlays between the first pilot test and the second pilot test and see which one 
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predicted cognitive states that made more sense in certain areas of the interface. For example, 

the interface had a zone where a code was to be entered and, in that zone, it was assumed that 

the user should be in the cognitive state of workload or intense workload, since it was necessary 

to remember a code that was asked to memorize in the start of the script. Note that the users 

followed the same script at the end of both pilot tests this time, to distinguish what method to 

train the neuronal network was better. 

The final results showed that the best method to train the neuronal network is the one that 

uses the digit span task. Using the other method, the method applied in the second pilot test, it 

was not even possible to train the neuronal network. This is because the output files given by 

each of the tasks corresponding to each of the cognitive states (rest, workload and intense 

workload), were very similar, so the network could not distinguish the states, meaning that the 

network could not learn. The graph corresponding to the tested users network overfits very 

early, that is, the network is not learning but rather memorizing the values of the files, so when 

new values are given to the network, it will not be able to predict the cognitive state. 

With this, for the testing phase, the six-digit digit span was used to collect data associated 

with the workload state, the eight-digit digit span was used to collect data associated with the 

intense workload state and, to collect data associated with rest, the user had to be just quiet and 

still. All of these tasks lasted five minutes. 

  

4.3.2  Collecting Data and Training the Neuronal Network 

In this second step, a questionnaire (Appendix A) was made, and data were collected for later 

use in the training of the neuronal network. Only electrocardiographic (ECG), electrodermal 

(EDA) and electroencephalographic (EEG) data were collected, because, in order to train the 

neuronal network, it was not necessary the eye gaze of the user. 

The questionnaire was the first thing to be done and it was done to collect demographic 

data, to find out if the user had emotional illnesses (yes / no answer) and to find out if the user 

considered himself/herself a person who uses computers (Appendix A).  

After the questionnaire, the data was collected, using the method proved to be better, as 

seen in the pilot tests. The six-digit digit span was used to collect data associated with the 

workload state, the eight-digit digit span was used to collect data associated with the intense 

workload state and, to collect data associated with rest, the user had to be just quiet and still. 

All of these tasks lasted five minutes. 

In the end of each task, a file was generated containing the values of HR, RMSSD, SDNN, 

LF, HF, SVB (these values are associated to the ECG); SCL, SD (these values are associated 
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to the EDA); and Alpha, Beta, Theta, Engagement (these values are associated to the EEG). So, 

in the end, a file was generated for the rest state, another was generated for the workload and 

another file was generated for the intense workload.  

To train the neuronal network, a python program was used, made available by the author 

António [38] and only a few changes were made, such as reducing or increasing neurons per 

row, reducing, or increasing epochs, reducing or increasing queues, among others. Whenever a 

network was trained, two graphics appeared (seen in Fig 5.1 and 5.2). The most important thing 

was to be aware of the red line in both graphs. The red line refers to the validation data. The 

left graph showed the network accuracy, and the right graph showed the net loss. The graph of 

accuracy is the classification accuracy of the neural network, both in the training data and in 

the validation data (blue and red lines respectively). Naturally, the accuracy of the validation 

data must be lower, because it represents data that the network has never seen during training. 

In training, data accuracy is naturally high because it is the data that the network knows because 

it trained with them. The loss graph basically represents the cost associated with training the 

net, with low costs representing more accurate classifications. As in the accuracy graph, the 

accuracy is naturally high for training data, here the loss will naturally be low, because the 

network knows the data and classifies it with high accuracy, and therefore a low cost is 

attributed. In validation data, a decreasing cost means that the network is learning from the data, 

however if it reaches a point where the cost starts to rise, which is called the overfitting point, 

the cost starts to rise, meaning that the network is no longer simply recognizing the natural 

patterns of the dataset, but "memorizing" it and finding patterns that are too complex for the 

data it is given. When this happens, training should stop, as the overfitting point is the point at 

which the network is no longer able to faithfully recognize any data other than what it trained 

with. That's why the loss in training continues to go down, but it starts to go up in validation 

To find out if the network was well trained, it was necessary to study the loss graph and see 

if it reached a point of overfitting. 

 

4.3.3  Testing the Neuronal Network and Generate the Optimal Interface 

In this third step, the neuronal network was already trained, and it could be used to predict the 

user's cognitive states as they use the test interfaces.  

In this step, in addition to ECG, EDA and EEG data being collected, facial expressions, 

clicks and the user's eye gaze were also collected.  

After the sensors and devices were all ready and in place, the user was able to test each of 

the three interfaces presented to him. While the user was using the three interfaces, a script of 
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activities was being read (Appendix B) and all the data was being collected, clicks (pixels) and 

facial expressions, eye gaze (pixels) and the cognitive states of the user. The prediction of the 

cognitive state was being given in real-time. All this data was saved in the phpAdmin database.   

To later observe the data collected by each device, two buttons were created on each of the 

three interfaces to create an overlay on the interface itself (Appendix C; Appendix D). One 

button shows the pixels, collected by the user's clicks, associated with facial expressions and 

the other button shows the pixels, collected by the Tobii 4c, associated with cognitive states. 

When the user clicks on these buttons, a call to the phpAdmin is being made and the result of 

this call is the overlay with the points. To generate the optimal interface the python program 

was run. 

 

4.3.4 Designers Manually Construct the Optimal Interface 

In this last step, a team of designers was asked to design manually the optimal interface 

according to the results of the tests done to the users (clickmap and emotionmap), to then 

compare it to the outcome of the tool, the optimal interface. If the results were similar, it could 

be concluded that the developed tool was not useful. To design the optimal interface the 

designers had to follow the same rules that the tool, developed in python, applies. The rules 

were, the designers were obliged to start by analyzing the results of interface 1 simultaneously, 

that is, observing clickmap_interface_v1 and emotionmap_interface_v1 simultaneously. 

Starting at pixel 0 and then vertically going down, like a scanner, until the first negative point 

is detected (see Fig 4.3, 4.4, 4.5). In the clickmap, a negative point was just a red point, which 

was associated with a click and a negative facial expression, and in the case of the emotionmap, 

a negative point can be either a yellow or red point, workload and intense workload 

respectively, associated with the eye gaze of the user. After detecting that first negative point, 

the designer would cut everything that is up from that point, because everything that is above 

that point is positive.  
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Fig 4.3 - Designer process part 1 

 

Fig 4.4 - Designer process part 2 

 

Fig 4.5 - Designer process part 3 

After this cut, the designer pastes that section of the interface into paint and passes to the 

results of the interface 2. Does the same process and then pass to the results of the interface 3. 

Finally, while doing the same process, passes to the results of the interface 1 and repeat the 

whole process, until there are no more negative points in one of the users' results. 
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The designers were warned that when they were cutting out a section, they should pay 

attention to three more rules. The first one was to memorize where they were in the results of 

the interface they were observing, to then, when they returned to those results, know where to 

resume the analysis. The second one was for them to see if the section they were pasting was 

not already in the optimal interface. The last warning was for, when they were cutting a section, 

to see if, inside that section they were cutting, there were no strings or parts that were associated 

with negative points, because if there were, they could not insert those parts present in the 

section they were going to cut.  

This entire process was recorded with the permission of the designers, because in the end 

all recordings were reviewed to see if the designers respected the rules which the tool applied. 

These recordings are completely anonymous.   

As this process was complicated to explain and to maintain consistency among designers, 

a script was written so that they would all hear the same speech, and so that the announcer does 

not forget to say any important details, such as the rules that the tool follows (Appendix G). A 

video was recorded explaining all the process described above. 

As the interfaces used in the tests with the users were quite large, only a small section of 

the user’s overlays (results) was cut so that the tests with the designers were quicker (approx. 

450 minutes). If instead of having given the designers the initial part and if they had given a 

part more in the middle or even the final part, and the designers started to cut through interface 

1, as the rule says, when the interface generated by the designers was compared to the interface 

generated by the tool, the results would never be the same because the tool analyzed the 

interface from the beginning. So, when the tool reached the section that we gave to the 

designers, the tool might not be starting with the results of interface 1, but of 2 or 3. Therefore, 

the result would never be the same, and the result of the designers could not be compared with 

the result of the tool. Hence, the initial part was given. 

After the designers developed the optimal interface, a questionnaire was answered 

(Appendix F). This questionnaire was based by the "USE Questionnaire: Usefulness, 

Satisfaction, and Ease of use" [39], because this type of questionnaire is used to measure the 

subjective usability of a product or service and the tool usability needed to be measured to 

understand if this tool was useful for the designers.  

Summarizing chapter 4, two pilot tests were done to find out what is the best method to 

train the neuronal network in real tests. After knowing the best method, tests were made by 

each user to train the neuronal network. This network was trained and then tested by the same 

users who gave data to train it. After that, designers observed the results of the users and made 
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a new interface according to those results. To collect physiological data, BITalino was used, to 

know where the user was looking, Tobii 4c was used and to collect facial expressions, the 

camera integrated in the computer was used. 
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Chapter 5 -  Results and discussions 

 

In this section, the optimal interface generated by the tool and the results of the evaluation made 

with the users, who used and performed tasks in three interfaces, will be presented and 

discussed. These results are called overlays, which are constituted by the points that represent 

the emotional states associated with clicks, in the case of the click_map overlay, and the 

cognitive states associated with the eye gaze, in the case of the emotion_map overlay.  

The results of the designers will also be presented, who were asked to manually generate 

an optimal interface according to the users' results, the overlays, comparing them to the optimal 

interface generated by the tool. 

 

5.1 Users 

Before the sensors were put in the users, they answered a demographic questionnaire (Appendix 

A). Twenty users were tested. Due to the covid-19 virus, it was not possible to test with more 

people, nor with randomly selected people, as it was meant to be. Thus, family members and 

acquaintances were tested. Of the 20 testers, 45% were female, making 55% male. The age 

range was 18-60 years old, as this age range is the age that has a professional work, and this 

thesis was developed to be used in cases where workers from an IT company use an interface 

and then designers from that same company evaluate the results with the overlays and the tool. 

The age group was mostly 18-30 years old (70%), 90% had at least higher education, none with 

emotional illness and 55% of users use the computer for more than 7 hours per day. Everyone 

accepted that their physiological data was collected and analyzed anonymously, and their face 

was filmed but not recorded in order to see their facial expressions. 

 

5.2 Overlays  

The metrics used to analyze whether the points of the overlays made sense or not, was the 

accuracy of the neuronal network, a zone in the interface where the user was meant to be in one 

of two specific cognitive states, and one of the tasks was impossible to resolve, already 

mentioned in section 4.1.1.  

Whenever a neuronal network was trained, it was always attempted that its accuracy was 

above 70% and that there would be no overfitting, phenomena already explained in section 

4.3.3. If this did not happen, the properties of the neuronal network would be altered, and the 

network would be re-trained. 
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The maximum accuracy achieved was about 97% and the lowest was about 68%. (see Fig 

5.1 and Fig 5.2) 

 

Fig 5.1 - User 5 neuronal network results 

  

 

Fig 5.2 - User 20 neuronal network results 

 

Analyzing the overlays themselves was not easy, given that you cannot find a right reason 

for the user to be in that cognitive state or having that facial expression, in that specific point, 
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because emotions are very subjective, something that differs from user to user. However, the 

interface was designed where at least, in one place, the user would be in one of two specific 

cognitive states, the area where the code was inserted (see Fig 5.3), already mentioned in section 

4.1.1. In this zone, it was assumed that the user should be either in workload or in intense 

workload, as it was necessary for the user to remember a code that was asked to decorate at the 

beginning. In 60% of the users' results, a green dot, which represents rest, was not detected in 

the code area. The other 40% can be assumed that, as the neuronal network did not have an 

accuracy of 100%, the green dot that appeared was a false positive or that simply the user, in 

the zone of inserting the code, was in fact in the state of rest. 

 

 

Fig 5.3 - User 18 Emotion Map, Code Zone 

To also detect if the neuronal network was well trained, one of the tasks asked to the user 

was impossible to resolve, also mentioned in section 4.1.1. The idea was that when users 

reached this task, there could be no green dots. When users arrived at this task, it was expected 

they were very nervous because they had time to finish the task list. However, observing all the 

overlays, looking for a specific task and understanding which points are associated with that 

task, is not easy. Something that remained to be done in the testing phase was to point out the 

minutes when the user reached the impossible task to perform and then, when analyzing the 

results, use the timeline widget developed in section 3.5 to find out what cognitive state the user 

was in. So, this metric cannot be used to state with certainty that the network was or was not 

well trained.  

Although few users have been tested, 60% of correctness in the code area is a good 

indication that the neural network was well trained, despite the accuracies, and the overlay can 

be used to show the monitorization of the user's attention and cognitive states. It is important to 

emphasize that analyzing user emotions is never an easy task since it is something very 

subjective and a user being in a state of rest and having certain EEG values, for another user, 

he can be in the workload state and the EEG values are the same as the previous user. 
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5.3  Optimal Interface  

The optimal interface results were not what was expected. As mentioned in section 3.6, the tool 

should indicate which interface it is cutting from, drawing a rectangle around the cut section. If 

the rectangle was red, it was cut from interface 1, if it was yellow, it was cut from interface 2, 

if it was green, it was cut from interface 3. This functionality was well achieved. Another feature 

that was well achieved was the fact that the tool was only inserting the sections where the user 

had more positive emotional states or cognitive states, that is, it did not insert sections where 

negative points were present. However, many sections are repeated, and the flow of the optimal 

interface does not have context. 

To analyze if the optimal interface was constructed only by the positive parts of the 3 

interfaces, each section was analyzed and from which original interface they came from. In 

each inserted section, it was painted around, forming a rectangle, with the respective color to 

each of the original interfaces used by the user. If it was red it was removed from interface 1, if 

it was yellow it was removed from interface 2 and if it was green it was removed from interface 

3. It was verified in the respective overlays for each of the sections, if in fact they were positive 

sections or not. This was confirmed. Therefore, it can be assumed that the rule of cutting only 

positive parts was respected and the colorization of each section was also respected.  

However, it was detected that, in all the optimal interfaces, it had repeated sections. This 

problem tried to be overcome using a library already mentioned in section 3.5, however there 

were repetitions of sections. This is due to the fact that there are sections of the interface that 

are very similar. Take Fig. 5.4 and 5.5 as an example. Because the strings are so similar, the 

tool may find that both strings are the same section when they are not. The only difference 

between the two is a "+" and a "-" sign.  

 

Fig 5.4 - String present in the interface 

 

Fig 5.5 - String present in the interface 

 

The reason for the lack of context in the optimal interface it is because the test interfaces 

that were merged had the same elements but arranged differently. When a section was pasted 

at the final interface, in the next step, the tool analyzed another test interface, where the context 

of the previous interface that was cut was changed. For example, in an interface, a section 

related to "Insurance" was cut and pasted in the final interface. Then, the tool goes to the next 
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interface and cuts out a section related to "Home office" and pastes it into the final interface. 

Finally, the tool changes to another interface and once again cuts a section related to "Insurance” 

and pastes it into the final interface. So, in this example, it can be seen that, in the final interface, 

the "Home office" section is in the middle of the "Insurance" section, making no context in the 

final interface. 

 

5.4  Designers Results and Discussion 

The metrics used to demonstrate the results of the designers were the answers to each of the 

questions present in the questionnaire, inspired by "USE Questionnaire: Usefulness, 

Satisfaction, and Ease of use" [39], which was filled out right after the tests were done, the 

average of the value of the responses and their standard deviation. The questionnaire in the end 

had a section for the designers to write negative and positive aspects. To find out if the designer 

made mistakes, all recordings were reviewed. 

The entire process of building the optimal interface by the designers was always 

accompanied in case they had any doubts. 

Due to the SARS-COV 2 virus, all the tests done to the designers were done remotely 

through the Teams program and it is important to underline that the designers only had access 

to images of the overlays and not the overlays themselves, therefore they did not have the 

timeline of the points. It was not possible to give the overlays to the designers because, for the 

calls to the database to work, it is necessary to install the XAMPP program, already mentioned 

in section 3.5. The IT company from where the designers came from, had very strict rules with 

the programs that can be installed on the company's computers, computers that were used by 

the designers to carry out the tests. If they had the timeline, the results could possibly be quite 

different, given that a designer can see point by point, contrary to what was presented, a mesh 

of points, difficult to analyze. 

The tests were done to 8 designers and they were divided in two groups, 4 per group. This 

division was made so that the designers did not analyze only one result of the users. Since there 

are 2 groups, only 2 results from the 20 users were analyzed. In the end, a questionnaire 

(Appendix F) was made to the designers and it had options from 1-7, being 1 “strongly 

disagree” and 7 “strongly agree”, except for the first question of the questionnaire, where the 

designers were asked to evaluate themselves as designers. The question had options from 1-7, 

being 1 “without experience” and 7 “very experienced”, and the average of those answers was 

4 with a standard deviation of 1,187734939 (Appendix J).  
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There were 2 best rated questions (Appendix J). The first one was “It is useful.” and the 

second one is “I easily remember how to use it.”  with the average of those answers being 5 

with a standard deviation of 1,772810521 and 2,133909892, respectively.  

Analyzing the answers to the most quoted questions and the designers’ comments, it can 

be said that the designers found that the fact that they are seeing the results of monitoring the 

user through an interface is quite useful because it allows them to understand where the user is 

having more difficulty in the interface. In that way, designers can change that section where the 

user is having more difficulty and improve it. As one designer wrote in positive aspects - "Helps 

better placing of elements, improves understanding user focus in elements" - and another 

designer wrote - "It can help me detect the better format to show something to the user and 

detect where the user normally focuses on the screen.". 

One of the designers also found it interesting to be merging the best parts of the interface 

even though it did not build an interface with context at the end - "It was an interesting idea to 

somehow merge the best parts of each interface (even though it takes no context) into a simpler 

one“. 

The question with the worst average response was "It saves time when I use it" with an 

average of 1 with a standard deviation of 1,060660172 (Appendix J).  

This question being one of the questions with the most negative answer was to be expected 

because the designers took between 30 and 60 minutes to analyze part of the total original 

optimal interface. If it was to analyze the interface that is given to the tool, which is all, the 

designers would take hours to analyze the points and paste all the sections. As one designer 

wrote - "Takes some time to get results out of it;" and another designer wrote - "Time 

consuming, easy to mix up". The fact that, to analyze a user's overlay, designers need to follow 

so many rules, having to analyze each point, analyze three interfaces and have a mesh of points 

that can generate confusion, may be the main reasons for this evaluation of the designers. 

One of the questions asked to the designers was "It is user friendly" in which the average 

of the answers was 2 with a standard deviation of 1,685018016 (Appendix J). Many of the 

designers in the negative aspects supported this negative answer by writing - "A lot of points 

close to each other"; "Difficult achievement memorize the point, Line is difficult to see"; "It 

was very confusing when there were multiple dots in the screen even more when I had to switch 

between views (...)"; "Too many points and it is difficult to spot some."; "Too many points 

clustered, and even though there are some green points, they are irrelevant and only saturate the 

images themselves.". Given that emotion_map's overlays had a large mesh of dots, it is normal 
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for designers to rate the overlay as poorly user friendly. In addition to each point, they were 

still connected by a line, which made it even more difficult to read and analyze the overlays. 

To solve this problem, some designers suggested taking the positive points out. In the case 

of the clickmap, taking out the green and yellow points, and in the case of the emotionmap 

taking out the green ones - "As a suggestion, remove the green points as they are not important 

for the analysis."; "In order to generate less confusion in the analysis, it may not be shown the 

non-negative points in the clickmap and in the emotionmap (...)". 

Because of the negative aspects talked about above, of all the designers' results (Appendix 

H), none of them gave the same results as the tool. This is associated with human error and its 

ability to analyze. 

As already said, the sections given to the designers had a part that had a large set of points, 

all on top of each other and then had a more accessible part where the points were already more 

separated from each other (Appendix C and Appendix D).  

In the most accessible part of analyzing, 75% of the designers made mistakes. Some forgot 

to see a point, others inserted a section that was associated with negative points and others were 

lost when they were passing overlays.  

All designers, in the most difficult part to analyze, made mistakes because, as it was so 

difficult to analyze, they assumed that points that were close to each other were the same and 

given the large number of points there were also designers who forgot to analyze some points. 

All these observations were made after analyzing the recorded videos of the designers 

building the optimal interface. 

It is important to underline that the tool is also not perfect. It takes about 30 to 45 minutes 

to construct the optimal interface, when the whole interface is given, depending on the number 

of points that it needs to analyze. Despite being faster than the designers and being able to 

analyze the points perfectly, even if they are on top of each other, the tool repeats sections 

already inserted in the optimal interface. This is due to the fact that a library is being used that 

can give two different results for the same word, already described in section 5.1. and there are 

strings in the interface that are very similar. 

Summarizing chapter 5, the overlays developed, which represent the monitorization of the 

users, can show where he/she clicked associated with the emotional state and can show where 

he/she looked associated with the cognitive state. A neuronal network is used to predict the 

user’s cognitive state. The effectiveness of the neuronal network depends on the neuronal 

network precision, influenced by the way the network is trained. The optimal interface results 

show that it is formed by the sections where the user reacted positively but has two bugs. The 
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first one is that it repeats sections and the other one is that the interface has no context, the order 

of the sections does not make sense. However, the final results of the designers show that the 

tool is useful, as it is faster than designers to analyze the points, as it took approximately the 

same time to analyze the entire interface as the designers, who analyzed only about one tenth 

of the interface. The tool also analyzes with more precision each existing point as it will analyze 

them all, one by one and does not make the human mistakes that each designer made. Finally, 

the designers in the questionnaire stated that the tool was useful.  
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Chapter 6 – Conclusions  

Finally, it is extremely important to discuss the conclusions that it was possible to reach, based 

on all the work described throughout this document. Thus, it is important not only to understand 

and discuss the most salient points, both positive and negative, to present the conclusions 

reached and also to talk about the limitations and possible future work.  

  

6.1.   Main conclusions 

According to the final results, it can be concluded that both objectives proposed in chapter 

1 were partially fulfilled. 

The first objective, which was, aiming to improve the experience and usability of the end 

user, improving the interface design, was partially fulfilled because throughout this work a tool 

that monitors the users’ emotions and attention was developed which selects the parts where 

the user reacted more positively, of three different interfaces, merging them into a new one, 

composed by those positive sections. However, this new interface has no context, that is, the 

order of the inserted sections does not make sense with each other and repeats sections. The 

tool improves the interface design but not as it was wanted, because it has these two bugs. 

The second objective, which was, to perform a user study to verify whether the solution 

developed brings improvements compared to the conventional method used by the IT company, 

from where the designers are, was completed because, as the conventional method is very 

simple, where testers tell designers what, in their opinion, should change, the tool was able to 

select the positive sections of each interface indicating, by a colored rectangle, from what 

interface that positive section comes from, helping the designer. All this based on the user 

monitorization, something that the conventional method does not consider. Also, many users 

do not realize that they are in the workload state while they are in a section of an interface and 

will never say that this section is negative, while the tool indicates that. 

In short, it can be concluded that most designers claim that this tool is useful, as can be seen 

in Appendix J, question number 3, where the average is 5 and the standard deviation is 

1,772810521, which answers with success the research question proposed in chapter 1 – “Is a 

tool semi-automatically suggesting an optimized Graphical User Interface, useful for GUI 

designers, in relation to the physiological monitoring of users?”. The fact that they can monitor 

the user and then be able to see the results of that monitoring in the developed overlays was 

something that impressed the designers the most, but also the fact that the tool selected the 

positive parts of three different interfaces. However, there are not only positive points, but there 
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are also negative points. Most designers claim that the overlays are not user friendly due to the 

large amount of points very close to each other, which makes their analysis difficult and claim 

that, if they have to make the optimal interface manually, analyzing the data present in the 

overlays, they are not productive as they would take a long time, as can be seen in Appendix J, 

question number 5 and 9. Given that the tool was developed, this last negative point may have 

less weight, however, the tool has some bugs/flaws, namely that there are repeated sections and 

the final interface has no context. Therefore, it can be concluded that it appears, based on the 

qualitative results, that there is a tendency for the designers to consider the tool and the 

generated interface useful. 

It is important to re-emphasize that the results must be carefully analyzed as the participants 

who tested the interfaces were known and the designers did not have access to the entire tool. 

  

6.2.   Limitations 

This project was based on the development of a prototype of a tool that allows to merge the best 

parts or the parts where the user reacted positively of three interfaces in a single interface. But 

like all initial prototypes, this one has some limitations, that is, the tool only works for certain 

case studies. One of the limitations found during the tests is that the tool only works if the 

interfaces which are supposed to merge have the content sorted in the same way, but with 

different designs, to not generate an interface with no context. For example, a button on the 

right side in one interface and a button on the left side in another interface but at the same 

height. This was seen in the results, where interfaces with content sorted in a different way, in 

the end, gave an interface with no context. Another limitation is that the tool only cuts 

horizontally and not vertically, which limits a more accurate analysis of overlay results. It only 

cuts horizontally because it was developed this way. To cut vertically, more code needs to be 

added. Another limitation is that the tool only works if we always keep the same height across 

all interfaces, that is, the tool will not work with group boxes or expand buttons. It has to be 

that way to maintain a more accurate cutting precision. If there are group boxes that can be 

closed and opened during testing, if a user clicks inside a group box or looks inside a group 

box, the pixel value will be exactly the same if the user is clicking or looking at the group box 

zone, when it is closed. Thus, the analysis of the points will be wrong as it would not be possible 

to know if the user was clicking/looking inside or outside the group box. 

Finally, and this being the most obvious limitation and one that requires a greater need for 

concern at an early stage, already mentioned in previous points, is the fact that in the final 
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interface there are repeated sections. This issue tried to be overcome using OCR as discussed 

in section 3.5 but there were some glitches.  

 

6.3.   Future Work  

For future work, more investigation should be done, regarding applying Attentive User 

Interfaces and Affective Computing, to improve the interface analysis and help designers 

develop more user-friendly interfaces, based on monitoring the user physiology. This type of 

technology can be extended to many fields, can have many applications and can help designers 

do their work. Maybe different approaches can improve the final result of this thesis. 

Regarding the tool itself, time may be invested in removing the green dots and lines as 

suggested by the designers. The positive points are not important for the analysis of overlays, 

since we are only detecting where are the negative points (on the clickmap overlay, it is a red 

point, on the emotionmap overlay, it is a yellow and a red point) and as the timeline widget is 

already available in an overlay, the one which shows the eye gaze associated with cognitive 

states (emotionmap), the lines connecting the points can also be removed. Time should also be 

invested in the timeline widget, to test it, as it was not possible to do so. 

For the previous point to work even better, time could also be invested in joining the two 

overlays instead of separating them, having clicks and eye gaze in the same overlay, and adding 

a timestamp to the clickmap table. 

Another possible future work would be to change the code that cuts and pastes sections to 

also cut vertically, instead of cutting only horizontally. 

Time should also be spent investigating how to make the final interface have context, 

perhaps trying to divide the interface into context groups, then testing with users, monitoring 

their attention and emotion, and then giving these results to the tool, separately and in the end 

put them together. That way, maybe the interface will no longer lose context. 

Above all, the main objective is that this tool can cover all types of interfaces, whether they 

are composed of group boxes or with different orders between each other, for example. 
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Appendix 

Appendix A – User’s questionnaire  
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Appendix B – Script to users with tasks for them to do 
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Appendix C – Clickmap overlay example 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

81  

Appendix D – Emotionmap overlay example  
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Appendix E – Final result example – Optimal interface  
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Appendix F – Designer’s questionnaire  
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Appendix G – Designer’s script  
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Appendix H – Designers manual results  
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Appendix I – EEG Devices [21]  

Device Channels ADC 

Bits 

Sample  

Rate 

Motion 

Sensors 

Battery  

Length 

Cost 

Jan  

2017 

Muse 

2016 

4-6 12 256 Hz 3 axis 5 hours $200 

Epoc  14+2 ref 16 256 Hz 9 axis 6 hours 

Using 

BTLE 

$799 

Insight  5+2 ref  15 2048 

Hz 

9 axis  4 hours  

Using 

BT 

$300 

OPenBCI Up to 16 

Channels 

24 230 Hz 3 axis ~26 

hours 

$500(8c

ha) 

$946(1

6cha) 

Neurosky 

Mindwav

e 

1+1 

Ref 

12 512 Hz N/A 8 hours  $99.99 
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Appendix J – Designer’s Results 
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Appendix L - Non-inserted sections interface 

 

 

 

 


