
Impact of Automated Action Labeling in Classification of
Human Actions in RGB-D Videos

David Jardim 1234 and Luı́s Nunes 234 and Miguel Dias 124

Abstract.

For many applications it is important to be able to detect what
a human is currently doing. This ability is useful for applications
such as surveillance, human computer interfaces, games and health-
care. In order to recognize a human action, the typical approach is
to use manually labeled data to perform supervised training. This
paper aims to compare the performance of several supervised clas-
sifiers trained with manually labeled data versus the same classifiers
trained with data automatically labeled. In this paper we propose a
framework capable of recognizing human actions using supervised
classifiers trained with automatically labeled data in RGB-D videos.

1 Introduction

The goal of human activity recognition is to successfully classify
an action performed by an individual or a group of people from
a video observation. Although significant progress has been made,
HAR remains a challenging area with several problems to solve.
Manual analysis of video is labour intensive, fatiguing, and error
prone. Solving the problem of recognizing human activities from
video can lead to improvements in several application fields like
surveillance systems, human computer interfaces, sports video anal-
ysis, digital shopping assistants, video retrieval, gaming and health-
care [8, 3, 7, 10, 5]. We are interested in recognizing high-level hu-
man activities and interactions between humans and objects, ideally
our recognition algorithm should be robust to changes in relative dis-
tance between the body and the sensor (Kinect), skeleton orientation,
and speed of an action. In order to abstract ourselves from computer
vision problems the Kinect sensor will be used to extract 3D skeleton
data. Usually manually labeled data is used to perform some kind of
training of classifiers that will then recognize the human activities.
What if this labeling could be achieved automatically? This paper
shows that automating the data labeling process for the type of ac-
tions studied results in a minor loss in accuracy.

2 Proposed Pipeline

According to [1] human activity can be categorized into four different
levels: gestures, actions, interactions and group activities. This paper
will focus on the actions and interactions category. We recorded a
dataset containing sequences of actions performed by a 12 differ-
ent subjects. We used Kinect to record the dataset with sequences
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of combat movements composed of 8 different actions: right-punch;
left-punch; elbow-strike; back-fist; right-front-kick; left-front-kick;
right-side-kick; left-side-kick. Using combinations of those 8 actions
we created 6 distinct sequences (each sequence contains 5 actions).
Of the 12 subjects recorded, each subject performed 6 different se-
quences. A total of 72 sequences, 360 actions was recorded. The
dataset 5 is available for public usage. A modular framework was
built with several task-oriented modules organized in a work-flow
(Fig.1).

2.1 Temporal Segmentation and Action Labeling

In our previous work [4] we proved that given a sequence of con-
tiguous actions it is possible to automatically divide the sequence
into what we called temporal segments that correspond to individ-
ual actions that would latter be automatically labeled by a clustering
algorithm.

2.2 Action classification

At this point, using our temporal segmentation approach and an off-
the-shelve algorithm to perform action clustering, we were able to
automatically assign a label to an action. In order to verify the ac-
curacy of our automatically labeled training set, the original dataset
was manually labeled to be used as our ground truth. Kinect is able
to track 20 joints of a subject’s skeleton. Of those 20 joints, only
four were selected to extract features (wrist-right; wrist-left; ankle-
right; ankle-left). The 3D coordinates are with respect to a frame of
reference centered at Kinect. Frames from Kinect are converted into
feature vectors which are invariant to relative position and orientation
of the body and will be used to train the classifiers.

3 Experiments

We experimented with the following classifiers: Multilayer Percep-
tron (MLP) as in [6]; Support Vector Machines (SVM) using pair-
wise classification [9] and Random Forests (RF) which are a combi-
nation of tree predictors [2]. Eight binary supervised classifiers were
trained using manually labeled data for recognizing the eight aggres-
sive actions contained in our dataset. Binary classifiers produced the
best results in [7] using SVM classifiers.

Comparing Table 1 with Table 2 shows the difference of using a
manually labeled training set versus a training set labeled by our au-
tomatic labeling pipeline. As expected the usage of automatic label-
ing has affected the accuracy of the classifiers. This can be explained
by the error that our automatic labeling method introduces. Finally,

5 https://github.com/DavidJardim/precog dataset 16
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Figure 1. Modular framework for action recognition

Table 1. Classification accuracy (%) of the binary classifiers using
manually labeled data and corresponding standard deviation between trials

Action MLP SVM RF

right-punch 94,24 ±0,44% 91,52 ±0,17% 90,08 ±0,37%
left-punch 89,09 ±0,44% 92,50 ±0,26% 92,21 ±0,37%
front-right-kick 88,14 ±0,96% 87,95 ±0,21% 93,20 ±0,53%
front-left-kick 89,96 ±0,79% 90,42 ±0,28% 91,97 ±0,48%
side-right-kick 91,22 ±0,16% 91,92 ±0,07% 94,53 ±0,57%
side-left-kick 83,62 ±0,97% 84,76 ±0,23% 91,74 ±0,51%
backfist 92,55 ±0,32% 92,77 ±0,00% 93,58 ±0,46%
elbow-strike 95,02 ±0,28% 96,66 ±0,00% 96,66 ±0,00%

Table 2. Classification accuracy (%) of the binary classifiers using
automatic labeled data and corresponding standard deviation between trials

Action MLP SVM RF

right-punch 83,82 ±0,81% 88,29 ±0,16% 89,40 ±0,48%
left-punch 82,43 ±1,31% 90,20 ±0,00% 90,84 ±0,33%
front-right-kick 81,22 ±0,74% 90,75 ±0,07% 90,00 ±0,49%
front-left-kick 89,99 ±0,76% 87,91 ±0,13% 90,99 ±0,25%
side-right-kick 82,80 ±1,18% 87,88 ±0,07% 89,57 ±0,57%
side-left-kick 84,99 ±0,86% 90,28 ±0,05% 90,56 ±0,68%
backfist 83,09 ±1,44% 87,60 ±0,00% 90,05 ±0,41%
elbow-strike 95,90 ±0,31% 96,83 ±0,00% 96,83 ±0,00%

in Table 3 we calculate the difference in performance for each classi-
fier accuracy using manually labeled data and automatically labeled
data.

Table 3. Difference in performance (%) between the two approaches
(manual vs automatic) for each binary classifier per action

Action MLP SVM RF

right-punch -10,42 % -3,23 % -0,68 %
left-punch -6,66 % -2,30 % -1,37 %
front-right-kick -6,92 % 2,80 % -3,2 %
front-left-kick 0,03 % -2,51 % -0,98 %
side-right-kick -8,42 % -4,04 % -4,96 %
side-left-kick 1,37 % 5,52 % -1,18 %
backfist -9,46 % -5,17 % -3,53 %
elbow-strike 0,88 % 0,17 % 0,17 %

average -4,95 % -1,09 % -1,97 %

4 Conclusion

In summary, our results proved that, for a dataset of simple com-
bat actions, obtained with a standard Kinect camera with no special
acquisition conditions, a temporal segmentation and clustering algo-
rithm can be used to label identical actions performed by different
users. Also, we have established that this labeling can be used to

train supervised classifiers that will be capable of identifying spe-
cific actions in a RGB-D video feed without relying on any human
resources, with a minor loss of precision relative to training with hu-
man labeled data. Although this research area has grown dramatically
in the past years, we identified a potentially under explored sub-area:
action prediction. In future work, we would like to expand the cur-
rent vision-based activity analysis to a level where it is possible, at
some points, to predict a future action executed by a subject in the
context of a sequence of actions.
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