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# QUATERNIONIC NUMERICAL RANGE OF COMPLEX MATRICES 

LUÍS CARVALHO, CRISTINA DIOGO, AND SÉRGIO MENDES


#### Abstract

This paper explores further the computation of the quaternionic numerical range of a complex matrix. We prove a modified version of a conjecture by So and Thompson. Specifically, we show that the shape of the quaternionic numerical range for a complex matrix depends on the complex numerical range and two real values. We establish under which conditions the bild of a complex matrix coincides with its complex numerical range and when the quaternionic numerical range is convex.


## 1. Introduction

Let $\mathbb{H}$ denote the Hamilton quaternions and let $\mathcal{M}_{n}(\mathbb{H})$ be the set of $n \times n$ matrices with quaternionic entries. The quaternionic numerical range of a given matrix $A \in \mathcal{M}_{n}(\mathbb{H})$, denoted by $W_{\mathbb{H}}(A)$, is the set of $\boldsymbol{x}^{*} A \boldsymbol{x}$, with $\boldsymbol{x}$ running over the quaternionic unit sphere of $\mathbb{H}^{n}$. Apart from special cases, such as normal matrices [STZ] and real matrices [CDM1, little is known about the computation of the quaternionic numerical range. Such difficulty in computing $W_{\mathbb{H}}(A)$ was one of the reasons that led Kippenhahn Ki] to introduce the bild $B(A)$ of $A$, that is, the intersection of $W_{\mathbb{H}}(A)$ with the complex plane. In fact, since every element of $W_{\mathbb{H}}(A)$ is similar to an element of the closure of the upper half plane, it is enough to consider the upper bild $B^{+}(A)=B(A) \cap \mathbb{C}^{+}$.

In [ST] theorem 7.1] it is proved that the quaternionic numerical range of a $2 \times 2$ complex matrix $A$ is determined by its complex numerical range. Specifically, when $W_{\mathbb{C}}(A) \cap \mathbb{R} \neq \emptyset$ then $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}(A) \cap \mathbb{C}^{+}, W_{\mathbb{C}}\left(A^{*}\right) \cap \mathbb{C}^{+}\right\} ;$ when $W_{\mathbb{C}}(A) \cap \mathbb{R}=\emptyset$, we have that $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}(A) \cap \mathbb{C}^{+}, T\right\}$, for a certain real $T$. In the same paper [ST], 10; p.364] it is conjectured that these results can be generalized for $n \times n$ complex matrices, see [ST, 10(i)-(iii); p.364]. However these conjectures prove to be untrue. This can be seen from the fact that there exist matrices $A=H+S i \in \mathcal{M}_{n}(\mathbb{C})$, with $S$ a

[^0]diagonal positive definite matrix, which are unitary equivalent to matrices $\tilde{A}=\tilde{H}+\tilde{S} i$, with $\tilde{S}$ a diagonal indefinite matrix. Since $W_{\mathbb{C}}(A) \cap \mathbb{R}=\emptyset$ and $W_{\mathbb{C}}(\tilde{A}) \cap \mathbb{R} \neq \emptyset$, the conjectures propose formulas for $W_{\mathbb{H}}(A)$ and $W_{\mathbb{H}}(\tilde{A})$, which in some cases may differ. This is a contradiction because we know that $W_{\mathbb{H}}(A)=W_{\mathbb{H}}(\tilde{A})$. Next example shows, using only normal matrices and the result [STZ, Main Theorem, p.192], the failure of the conjecture.

Example 1.1. Let $A \in \mathcal{M}_{4}(\mathbb{C})$ be the normal matrix $A=\operatorname{diag}(-1-i,-1-$ $i, 1+i, 1+i)$. The complex numerical range of $A$ is $W_{\mathbb{C}}(A)=[-1-i, 1+i]$ and that of $A^{*}$ is $W_{\mathbb{C}}\left(A^{*}\right)=[-1+i, 1-i]$. Since $W_{\mathbb{C}}(A) \cap \mathbb{R}=\{0\}$, the conjectured upper bild [ST] 10 (ii),(iii); p.364] is

$$
\operatorname{conv}\left\{W_{\mathbb{C}}(A) \cap \mathbb{C}^{+}, W_{\mathbb{C}}\left(A^{*}\right) \cap \mathbb{C}^{+}\right\}=\operatorname{conv}\{-1+i, 1+i, 0\}
$$

However, using [STZ] the upper bild is the rectangle $B^{+}(A)=\operatorname{conv}\{-1+$ $i, 1+i,-1,1\}$. It is also known that the matrix $A$ is unitary equivalent (in $\mathbb{H})$ to $\tilde{A}=\operatorname{diag}(-1+i,-1+i, 1+i, 1+i)$, whose complex numerical range lies on the upper bild. If the conjecture raised in [ST] was true, the upper bild would be the triangle $\operatorname{conv}\{-1+i, 1+i, T\}$, for some real $T$, which is different from the above $B^{+}(A)$.

So and Thompson's result [ST] theorem 7.1] is interesting as it provides a way to relate the complex with the quaternionic numerical range. It allows to use the extensive body of knowledge established for the complex numerical range and bring it to the quaternionic field. It turns out that we can prove a slightly modified version of this theorem. Theorem 3.6 shows that, for a complex matrix $A \in \mathcal{M}_{n}(\mathbb{C})$, we have $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}(A) \cap \mathbb{C}^{+}, W_{\mathbb{C}}\left(A^{*}\right) \cap\right.$ $\left.\mathbb{C}^{+}, \underline{v}, \bar{v}\right\}$, with $\underline{v}, \bar{v} \in \mathbb{R}$. In this sense this is a follow up of [CDM1, where we concluded that the complex numerical range and the bild coincide for real matrices.

We start section 2 with recalling a few results about the numerical range in the quaternionic setting and we also fix notation to be used throughout the text. In section 3 we give a characterization of the bild $B(A)$ for complex matrices $A \in \mathcal{M}_{n}(\mathbb{C})$ (proposition 3.1). This allows us to compute $B(A)$ and then infer about the quaternionic numerical range. In corollary 3.2 we prove that $B(A)$ is always included in the convex hull of $W_{\mathbb{C}}(A)$ and $W_{\mathbb{C}}\left(A^{*}\right)$. Although the complex and quaternionic numerical radius coincide for complex matrices (see corollary 3.3), example 3.4 shows that, contrary to the literature, the quaternionic numerical radius is not a norm in general, in a striking difference with its complex counterpart. Theorem 3.6 is the main result of the article, as it proposes a shape for the numerical range inspired in the aformentioned conjecture proposed by So and Thompson. It is then used as a stepping stone to several other results. Corollary 3.8 gives a necessary and sufficient condition for the bild $B(A)$ to coincide with the complex numerical range $W_{\mathbb{C}}(A)$. As a consequence, it provides a way to determine if the numerical range of a complex matrix is convex without requiring its computation. In corollary 3.11 , theorem 3.6 is used to clarify
why the numerical range has the shape defined in [ST] for $2 \times 2$ complex matrices.

## 2. Preliminaries

The Hamiltonian quaternions $\mathbb{H}$ is an algebra over $\mathbb{R}$ with basis $\{1, i, j, k\}$. The product in $\mathbb{H}$ is given by $i^{2}=j^{2}=k^{2}=i j k=-1$. The pure quaternions are denoted by $\mathbb{P}=\operatorname{span}_{\mathbb{R}}\{i, j, k\}$. The real and imaginary parts of a quaternion $q=a_{0}+a_{1} i+a_{2} j+a_{3} k \in \mathbb{H}$ are denoted by $\operatorname{Re}(q)=a_{0}$ and $\operatorname{Im}(q)=a_{1} i+a_{2} j+a_{3} k$, respectively. The conjugate of $q$ is given by $q^{*}=\operatorname{Re}(q)-\operatorname{Im}(q)$ and its norm is $|q|^{2}=q q^{*}$. Two quaternions $q_{1}, q_{2} \in \mathbb{H}$ are called similar, $q_{1} \sim q_{2}$, if there exists $s \in \mathbb{H}$ with $|s|=1$ such that $s^{*} q_{2} s=q_{1}$. The equivalence class containing all the quaternions similar to $q$ is denoted by $[q]$. A necessary and sufficient condition for the similarity of $q_{1}$ and $q_{2}$ is that $\operatorname{Re}\left(q_{1}\right)=\operatorname{Re}\left(q_{2}\right)$ and $\left|\operatorname{Im}\left(q_{1}\right)\right|=\left|\operatorname{Im}\left(q_{2}\right)\right|$. The segment joining two quaternions $q_{1}, q_{2} \in \mathbb{H}$ is denoted by $\left[q_{1}, q_{2}\right]=\left\{\alpha q_{1}+(1-\alpha) q_{2}: \alpha \in[0,1]\right\}$.

Let $\mathbb{F}$ denote $\mathbb{R}, \mathbb{C}$ or $\mathbb{H}$. Let $\mathbb{F}^{n}$ be the $n$-dimensional $\mathbb{F}$-space. For $\boldsymbol{x} \in \mathbb{F}^{n}, \boldsymbol{x}^{*}$ is the conjugate transpose of $\boldsymbol{x}$; and the unitary vector with the same direction as $\boldsymbol{x}$ is $\boldsymbol{x}_{\mathbb{S}} \in \mathbb{S}_{\mathbb{F}^{n}}$, thus $\boldsymbol{x}=\|\boldsymbol{x}\| \boldsymbol{x}_{\mathbb{S}}$. The disk with centre $\boldsymbol{a} \in \mathbb{F}^{n}$ and radius $r>0$ is the set $\mathbb{D}_{\mathbb{F}^{n}}(\boldsymbol{a}, r)=\left\{\boldsymbol{x} \in \mathbb{F}^{n}:\|\boldsymbol{x}-\boldsymbol{a}\| \leq r\right\}$ and its boundary $\partial \mathbb{D}_{\mathbb{F}^{n}}(\boldsymbol{a}, r)$ is the sphere $\mathbb{S}_{\mathbb{F}^{n}}(\boldsymbol{a}, r)$. In particular, if $\boldsymbol{a}=0$ and $r=1$, we simply write $\mathbb{D}_{\mathbb{F}^{n}}$ and $\mathbb{S}_{\mathbb{F}^{n}}$. With this notation, the group of unitary quaternions is denoted by $\mathbb{S}_{H}$.

Let $\mathcal{M}_{n}(\mathbb{F})$ be the set of all $n \times n$ matrices with entries over $\mathbb{F}$. For $A \in \mathcal{M}_{n}(\mathbb{F}), \bar{A}$ and $A^{*}$ denote the conjugate and the conjugate transpose of $A$, respectively.

The set

$$
W_{\mathbb{F}}(A)=\left\{\boldsymbol{x}^{*} A \boldsymbol{x}: \boldsymbol{x} \in \mathbb{S}_{\mathbb{F}^{n}}\right\}
$$

is called the numerical range of $A$ in $\mathbb{F}$. The numerical range of $A$ is invariant under unitary equivalence, that is, $W_{\mathbb{F}}(A)=W_{\mathbb{F}}\left(U^{*} A U\right)$, for every unitary $U \in \mathcal{M}_{n}(\mathbb{F})([\underline{\mathbb{R}}$, theorem 3.5.4] $)$.

It is well known that $q \in W_{\mathbb{H}}(A)$ is equivalent to $[q] \subseteq W_{\mathbb{H}}(A)[\underline{\mathrm{R}}, \mathrm{p} .38]$. Therefore, it is enough to study the subset of complex elements in each similarity class. This set is known as $B(A)$, the bild of $A$,

$$
B(A)=W_{\mathbb{H}}(A) \cap \mathbb{C} .
$$

Although the bild may not be convex, the upper bild $B^{+}(A)=W_{\mathbb{H}}(A) \cap \mathbb{C}^{+}$ is always convex, see [ST]. When $\mathbb{F}=\mathbb{C}$, we denote $W_{\mathbb{C}}^{+}(A)=W_{\mathbb{C}}(A) \cap \mathbb{C}^{+}$.

Let $\mathbb{F}$ be $\mathbb{C}$ or $\mathbb{H}$. The complex and the quaternionic numerical radius of $A$ is given by

$$
w_{\mathbb{F}}(A)=\max \left\{|z|: z \in W_{\mathbb{F}}(A)\right\} .
$$

Note that $\max \{|z|: z \in B(A)\}$ coincides with $w_{\mathbb{H}}(A)$.
Taking into account that $\mathbb{F}$ can be seen as a real subspace of $\mathbb{H}$, we denote the projection of $\mathbb{H}$ over $\mathbb{F}$ by $\pi_{\mathbb{F}}: \mathbb{H} \rightarrow \mathbb{F}$. The projection of $W_{\mathbb{H}}(A)$ over $\mathbb{F}$ is $\pi_{\mathbb{F}}\left(W_{\mathbb{H}}(A)\right)=\left\{\pi_{\mathbb{F}}(\omega): \omega \in W_{\mathbb{H}}(A)\right\}$.

Given $A \in \mathcal{M}_{n}(\mathbb{H})$ there exists an associated complex matrix

$$
\chi(A)=\left[\begin{array}{cc}
A_{1} & A_{2} \\
-\bar{A}_{2} & \bar{A}_{1}
\end{array}\right] \in \mathcal{M}_{2 n}(\mathbb{C})
$$

where $A_{1}, A_{2} \in \mathcal{M}_{n}(\mathbb{C})$ and $A=A_{1}+A_{2} j$. Au-Yeung found necessary and sufficient conditions for the convexity of $W_{\mathbb{H}}(A)$ in terms of the complex numerical range of $\chi(A)$ (see [Ye1, Ye2]).

For any given matrix $A \in \mathcal{M}_{n}(\mathbb{C})$, we will work with the usual Hermitian and skew-Hermitian complex decomposition of $A, A=H+S i$, assuming furthermore that the matrix $S$ is real diagonal. In fact, any complex matrix $A$ can be written as $A=\tilde{H}+\tilde{S}$, with $\tilde{H}=\frac{A+A^{*}}{2}$ Hermitian and $\tilde{S}=\frac{A-A^{*}}{2}$ skewHermitian. Now if we take $U \in \mathcal{M}_{n}(\mathbb{C})$ a unitary matrix which diagonalizes $\tilde{S}$, we obtain $S i=U^{*} \tilde{S} U$, with $S$ real diagonal. It is worth pointing out that we used complex unitary matrices, not quaternionic, and thus the matrix $U^{*} \tilde{H} U$ is also complex. Since the numerical range is invariant under unitary equivalence, we can work with $U^{*} A U=U^{*} \tilde{H} U+U^{*} \tilde{S} U=H+S i$. Therefore, unless mentioned otherwise, we will only consider matrices of the form $A=$ $H+S i \in \mathcal{M}_{n}(\mathbb{C})$, where $H \in \mathcal{M}_{n}(\mathbb{C})$ is Hermitian and $S \in \mathcal{M}_{n}(\mathbb{R})$ is diagonal. Since $q \in \mathbb{S}_{\mathbb{P}}$ is equivalent to $i, q \sim i$, then any matrix with entries only in $\operatorname{span}\{1, q\}$ is unitary equivalent to complex matrices. Hence, the results also apply to such matrices $A \in \mathcal{M}_{n}(\operatorname{span}\{1, q\})$.

We recall that a matrix $S \in \mathcal{M}_{n}(\mathbb{R})$ is positive definite (resp., positive semi-definite) if $\boldsymbol{x}^{*} S \boldsymbol{x}>0$ (resp. $\boldsymbol{x}^{*} S \boldsymbol{x} \geq 0$ ), and negative definite (resp., negative semi-definite) if $\boldsymbol{x}^{*} S \boldsymbol{x}<0$ (resp. $\boldsymbol{x}^{*} S \boldsymbol{x} \leq 0$ ), for all $\boldsymbol{x} \in \mathbb{S}_{\mathbb{R}^{n}}$. Moreover, $S$ is indefinite if there are $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{S}_{\mathbb{R}^{n}}$ such that $\boldsymbol{x}^{*} S \boldsymbol{x}>0$ and $\boldsymbol{y}^{*} S \boldsymbol{y}<0$.

## 3. Numerical range of complex matrices

Fundamental to understand the quaternionic numerical range of a matrix $A \in \mathcal{M}_{n}(\mathbb{H})$ is its bild, in view of the similarity relation $B(A)=W_{\mathbb{H}}(A) / \sim$. The bild of $A$, however, is in general difficult to compute and the usual procedure is to obtain first the quaternionic numerical range.

When $A$ is a complex matrix, we show in the present paper that it is possible to reverse this approach, that is, to compute the bild and then infer about the quaternionic numerical range. For this matter we start by characterizing those elements $\boldsymbol{q}=\boldsymbol{x}+\boldsymbol{y} j \in \mathbb{S}_{\mathbb{H}^{n}}$ such that $\boldsymbol{q}^{*} A \boldsymbol{q} \in B(A)$.

Let $\mathcal{D}_{0}$ be the set defined by

$$
\mathcal{D}_{0}=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{2 n}}: \boldsymbol{q}^{*} A \boldsymbol{q} \in B(A), \text { with } \boldsymbol{q}=\boldsymbol{x}+\boldsymbol{y} j \in \mathbb{S}_{\mathbb{H}^{n}}\right\} .
$$

Our first result shows that the elements in the bild are of the form $\boldsymbol{x}^{*} A \boldsymbol{x}+$ $\boldsymbol{y}^{*} A^{*} \boldsymbol{y}$, with $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0}$. Moreover, the condition for $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0}$ is that $\boldsymbol{x}^{*} S \boldsymbol{y}=0$, where $A=H+S i \in \mathcal{M}_{n}(\mathbb{C})$.
Proposition 3.1. Given a complex matrix $A \in \mathcal{M}_{n}(\mathbb{C})$, we have:

$$
\mathcal{D}_{0}=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{2 n}}: \boldsymbol{x}^{*} S \boldsymbol{y}=0\right\}
$$

and

$$
\begin{equation*}
B(A)=\left\{\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y}:(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0}\right\} . \tag{3.1}
\end{equation*}
$$

Proof. An element $\omega$ of the numerical range of $A \in \mathcal{M}_{n}(\mathbb{C})$ is of the form

$$
\begin{align*}
\omega & =\boldsymbol{q}^{*} A \boldsymbol{q}=(\boldsymbol{x}+\boldsymbol{y} j)^{*} A(\boldsymbol{x}+\boldsymbol{y} j) \\
& =\left(\boldsymbol{x}^{*}-j \boldsymbol{y}^{*}\right) A(\boldsymbol{x}+\boldsymbol{y} j) \\
& =\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{x}^{*} A \boldsymbol{y} j-j \boldsymbol{y}^{*} A \boldsymbol{x}-j \boldsymbol{y}^{*} A \boldsymbol{y} j \\
& =\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{x}^{*} A \boldsymbol{y} j-\boldsymbol{x}^{*} A^{*} \boldsymbol{y} j+\boldsymbol{y}^{*} A^{*} \boldsymbol{y} \\
& =\left(\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y}\right)+\boldsymbol{x}^{*}\left(A-A^{*}\right) \boldsymbol{y} j . \tag{3.2}
\end{align*}
$$

Since $A-A^{*}$ is the skew-Hermitian $2 S i$, where $S$ is a real diagonal matrix, we have:

$$
\omega=\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y}+2 \boldsymbol{x}^{*} S \boldsymbol{y} k
$$

We see that $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0}$, that is, $\omega \in B(A)$, if and only if, $\boldsymbol{x}^{*} S \boldsymbol{y}=0$, in which case we have

$$
\begin{equation*}
\omega=\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y} . \tag{3.3}
\end{equation*}
$$

Taking into account the decomposition $A=H+S i$, the bild of $A$ may also be written as

$$
\begin{equation*}
B(A)=\left\{\boldsymbol{x}^{*} H \boldsymbol{x}+\boldsymbol{y}^{*} H \boldsymbol{y}+\left(\boldsymbol{x}^{*} S \boldsymbol{x}-\boldsymbol{y}^{*} S \boldsymbol{y}\right) i:(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0}\right\} \tag{3.4}
\end{equation*}
$$

One consequence of our first proposition is a criterion for an element $\boldsymbol{q}^{*} A \boldsymbol{q}$ of the quaternionic numerical range to be in the reals. We have

$$
\begin{equation*}
B(A) \cap \mathbb{R}=\left\{\boldsymbol{x}^{*} H \boldsymbol{x}+\boldsymbol{y}^{*} H \boldsymbol{y}:(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0} \cap \mathcal{D}_{1}\right\} \tag{3.5}
\end{equation*}
$$

where $\mathcal{D}_{1}=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{2 n}}: \boldsymbol{x}^{*} S \boldsymbol{x}=\boldsymbol{y}^{*} S \boldsymbol{y}\right\}$.
From proposition 3.1, an element of the bild $B(A)$ has the form

$$
\begin{aligned}
\omega & =\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y}, \\
& =\alpha^{2} \boldsymbol{x}_{\mathbb{S}}^{*} A \boldsymbol{x}_{\mathbb{S}}+\left(1-\alpha^{2}\right) \boldsymbol{y}_{\mathbb{S}}^{*} A^{*} \boldsymbol{y}_{\mathbb{S}},
\end{aligned}
$$

where $(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{2 n}}$ and $\alpha^{2}=\|\boldsymbol{x}\|^{2}$. We conclude the following:
Corollary 3.2. Let $A \in \mathcal{M}_{n}(\mathbb{C})$, then

$$
B(A) \subset \operatorname{conv}\left\{W_{\mathbb{C}}(A), W_{\mathbb{C}}\left(A^{*}\right)\right\}
$$

This result can also be obtained from the fact that $B(A) \subseteq W_{\mathbb{C}}\left(\chi_{A}\right)$ ( Theorem 9.1]) and that, for $A \in \mathcal{M}_{n}(\mathbb{C})$,

$$
\begin{equation*}
W_{\mathbb{C}}\left(\chi_{A}\right)=\operatorname{conv}\left\{W_{\mathbb{C}}(A), W_{\mathbb{C}}\left(A^{*}\right)\right\} \tag{3.6}
\end{equation*}
$$

Corollary 3.2 leads us to the conclusion that the quaternionic and complex numerical radius of a $n \times n$ complex matrix $A$ coincide.

Corollary 3.3. Let $A \in \mathcal{M}_{n}(\mathbb{C})$. The quaternionic and the complex numerical radius of $A$ coincide.

Proof. It is enough to show that $w_{\mathbb{H}}(A) \leq w_{\mathbb{C}}(A)$. From corollary 3.2 we have

$$
\max \{|z|: z \in B(A)\} \leq \max \left\{|z|: z \in \operatorname{conv}\left\{W_{\mathbb{C}}(A), W_{\mathbb{C}}\left(A^{*}\right)\right\}\right\} .
$$

Given $z \in \operatorname{conv}\left\{W_{\mathbb{C}}(A), W_{\mathbb{C}}\left(A^{*}\right)\right\}$, there exists $z_{1} \in W_{\mathbb{C}}(A)$ and $z_{2} \in W_{\mathbb{C}}\left(A^{*}\right)$ such that $z=\alpha z_{1}+(1-\alpha) z_{2}, \alpha \in[0,1]$. Then $|z| \leq \max \left\{\left|z_{1}\right|,\left|z_{2}\right|\right\}$ and so $|z| \leq \max \left\{w_{\mathbb{C}}(A), w_{\mathbb{C}}\left(A^{*}\right)\right\}=w_{\mathbb{C}}(A)$. Therefore, $w_{\mathbb{H}}(A) \leq w_{\mathbb{C}}(A)$.

The previous result also follows from [K, Theorem 3.1], where it is stated that $w_{\mathbb{H}}(A)=w_{\mathbb{C}}\left(\chi_{A}\right)$. Since $A$ is a complex matrix, from (3.6) we have $w_{\mathbb{H}}(A)=w_{\mathbb{C}}(A)$.

Therefore, when $A$ is an $n \times n$ complex matrix the numerical radius of $A$ is a norm. However, contrary to what it is stated in [K] Proof of Theorem 3.3], when $A \in \mathcal{M}_{n}(\mathbb{H}), \omega(A)$ is not a norm as the next example shows.

Example 3.4. Let $A=\left[\begin{array}{cc}1 & h \\ 0 & 1\end{array}\right]$ with $h \in \mathbb{S}_{\mathbb{H}}$. This matrix can be written as the sum of a real diagonal $D$ and a nilpotent matrix. Thus by [CDM2, Theorem 4.2] we can conclude that $W(A)=\mathbb{D}_{\mathbb{H}}(1,1 / 2)$. And the numerical radius of $A$ is $\omega(A)=3 / 2$.

On the other hand let $i h=z \in \mathbb{H}$, so that $i A=\left[\begin{array}{cc}i & z \\ 0 & i\end{array}\right]$. Computing $\boldsymbol{x}^{*} i A \boldsymbol{x}$ for $\boldsymbol{x} \in \mathbb{S}_{\mathbb{H}^{2}}$ we obtain $\boldsymbol{x}^{*} i A \boldsymbol{x}=x_{1}^{*} i x_{1}+x_{2}^{*} i x_{2}+x_{1}^{*} z x_{2}$, whose norm, using triangle's inequality, is

$$
\left|\boldsymbol{x}^{*} i A \boldsymbol{x}\right| \leq\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{1}\right|\left|x_{2}\right| \leq 1+\max _{x^{2}+y^{2}=1} x y=3 / 2 .
$$

In the previous equation we have equality if all the vectors are parallel (looking at quaternions as vectors in $\mathbb{R}^{4}$ ). Thus we have $\left|\boldsymbol{x}^{*} i \boldsymbol{A x}\right|=3 / 2$ if and only if

$$
y_{1}^{*} i y_{1}=y_{2}^{*} i y_{2}=y_{1}^{*} z y_{2}, \quad \text { with } y_{i}=x_{i, \mathbb{S}}, \text { for } i=1,2 .
$$

Using the first equality we conclude that $\left(y_{2} y_{1}^{*}\right) i=i\left(y_{2} y_{1}^{*}\right)$. Since $\left(y_{2} y_{1}^{*}\right)$ commutes with $i$, we have that $y_{2} y_{1}^{*}$ is complex. From the second equality we get $z=y_{1} y_{2}^{*} i$, thus $z$ is also complex. That is, a necessary condition for $\left|\boldsymbol{x}^{*}(i A) \boldsymbol{x}\right|=3 / 2$ is that $z$ must be complex. Then, if $h$ is such that $z=i h$ is not complex,

$$
\omega(i A)=\max _{x \in \mathbb{S}_{\mathbb{H}^{2}}}\left|\boldsymbol{x}^{*} i A \boldsymbol{x}\right|<3 / 2 .
$$

Then $\omega(i A) \neq|i| \omega(A)=\omega(A)$, and, in conflict with the complex case, the quaternionic numerical radius is not a norm.

Next theorem gives the shape of the quaternionic numerical range for a general $n \times n$ complex matrix. This will depend on the complex numerical range and two real values, equal to the largest and smallest real values in the quaternionic numerical range. Accordingly, we define

$$
\begin{align*}
& \underline{v} \equiv \min B(A) \cap \mathbb{R}  \tag{3.7}\\
& \bar{v} \equiv \max B(A) \cap \mathbb{R} . \tag{3.8}
\end{align*}
$$

The following auxiliary result will be used in the proof of next theorem.
Lemma 3.5. Let $A=H+S i \in \mathcal{M}_{n}(\mathbb{C})$. Let $\boldsymbol{z}_{1}, \boldsymbol{z}_{2} \in \mathbb{S}_{\mathbb{C}^{n}}$ be such that $z_{1}^{*} S \boldsymbol{z}_{2}=0$. Then

$$
\left[\omega_{1}, \omega_{2}\right] \subseteq B(A),
$$

where $\omega_{1}=\boldsymbol{z}_{1}^{*} A \boldsymbol{z}_{1}$ and $\omega_{2}=\boldsymbol{z}_{2}^{*} A^{*} \boldsymbol{z}_{2}$.
Proof. The result follows from proposition 3.1 with $\boldsymbol{x}=\sqrt{\alpha} \boldsymbol{z}_{1}$ and $\boldsymbol{y}=$ $\sqrt{1-\alpha} z_{2}$, with $0 \leq \alpha \leq 1$.

Theorem 3.6. Let $A \in \mathcal{M}_{n}(\mathbb{C})$. The upper bild of $A$ is given by

$$
B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right), \underline{v}, \bar{v}\right\} .
$$

Proof. We know that $W_{\mathbb{C}}(A) \subseteq W_{\mathbb{H}}(A)$. Hence, $W_{\mathbb{C}}^{+}(A) \subseteq W_{\mathbb{H}}(A) \cap \mathbb{C}^{+}=$ $B^{+}(A)$.

From $\left(W_{\mathbb{C}}(A)\right)^{*}=W_{\mathbb{C}}\left(A^{*}\right)$ and $\left(W_{\mathbb{H}}(A)\right)^{*}=W_{\mathbb{H}}(A)$, we have $W_{\mathbb{C}}^{+}\left(A^{*}\right) \subseteq$ $B^{+}(A)$. Since the upper bild is convex, conv $\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right)\right\} \subseteq B^{+}(A)$. Therefore, conv $\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right), \underline{v}, \bar{v}\right\} \subseteq B^{+}(A)$.

We will now prove the converse inclusion. Let $w \in B^{+}(A)$. From Proposition 3.1, we know that, for some $(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{2 n}}, \boldsymbol{x}^{*} S \boldsymbol{y}=0$ and

$$
\omega=\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y}
$$

Let $\omega_{1}=\boldsymbol{x}_{\mathbb{S}}^{*} A \boldsymbol{x}_{\mathbb{S}}$ and $\omega_{2}=\boldsymbol{y}_{\mathbb{S}}^{*} A^{*} \boldsymbol{y}_{\mathbb{S}}$, then $\omega$ is a convex combination of $\omega_{1}$ and $\omega_{2}$, that is, $\omega=\alpha \omega_{1}+(1-\alpha) \omega_{2}, \alpha \in[0,1]$. We will consider three cases.

If $\omega_{1} \in W_{\mathbb{C}}^{+}(A)$ and $\omega_{2} \in W_{\mathbb{C}}^{+}\left(A^{*}\right)$ then clearly

$$
\omega \in \operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right), \underline{v}, \bar{v}\right\} .
$$

Let us now consider the case where $\omega_{1} \in W_{\mathbb{C}}^{-}(A)$ and $\omega_{2} \in W_{\mathbb{C}}^{+}\left(A^{*}\right)$. Let $r=\left[\omega_{1}, \omega_{2}\right] \cap \mathbb{R}$, with $\left\{\omega_{1}, \omega_{2}\right\} \nsubseteq \mathbb{R}\left(\omega_{1}, \omega_{2} \in \mathbb{R}\right.$ was treated in the first case). Since $\omega \in\left[\omega_{1}, \omega_{2}\right]$ is an element of the upper bild, then $\omega \in\left[r, \omega_{2}\right]$. If $r \in[\underline{v}, \bar{v}], \omega$ can be rewritten as convex combination of $\omega_{2}, \underline{v}, \bar{v}$. Therefore, $\omega \in \operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right), \underline{v}, \bar{v}\right\}$. Thus, we only need to prove that, in fact, $r \in[\underline{v}, \bar{v}]$. From the previous lemma, we know that $r \in B(A)$ and we have $r \in[\underline{v}, \bar{v}]$. The last case, where $\omega_{1} \in W_{\mathbb{C}}^{+}(A)$ and $\omega_{2} \in W_{\mathbb{C}}^{-}\left(A^{*}\right)$, is similar.

When $S$ is positive (semi) definite, then $W_{\mathbb{C}}(A) \subseteq \mathbb{C}^{+}$and therefore $W_{\mathbb{C}}\left(A^{*}\right) \subseteq \mathbb{C}^{-}$. An immediate implication of the previous theorem is that, in this case, the upper bild is the convex hull of $W_{\mathbb{C}}(A)$ and the two reals $\underline{v}, \bar{v}$.
Corollary 3.7. Let $A=H+S i \in \mathcal{M}_{n}(\mathbb{C})$. The upper bild of $A$ is:
(i) $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}(A), \underline{v}, \bar{v}\right\}$, if $S$ is positive (semi) definite;
(ii) $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}\left(A^{*}\right), \underline{v}, \bar{v}\right\}$, if $S$ is negative (semi) definite.

Theorem 3.6 provides the shape of the upper bild in terms of complex numerical range and two real values $\underline{v}$ and $\bar{v}$. However these values might be difficult to calculate, as they involve a maximization over non trivial
restrictions. Therefore to characterize cases where the calculation of the numerical range is simplified is important. Next corollary covers one of such cases. Specifically, it gives a necessary and sufficient condition for the equality of the bild and the complex numerical range. It becomes clear that when the complex numerical range of a complex matrix is symmetric regarding conjugation, then the bild coincides with the complex numerical range.

Corollary 3.8. Let $A \in \mathcal{M}_{n}(\mathbb{C})$. Then $W_{\mathbb{C}}(A)=W_{\mathbb{C}}\left(A^{*}\right)$ if and only if $B(A)=W_{\mathbb{C}}(A)$. Moreover, $B(A)$ is convex.

Proof. Since $W_{\mathbb{C}}(A) \subseteq W_{\mathbb{H}}(A)$ then $W_{\mathbb{C}}(A) \subseteq B(A)$. By corollary 3.2 , $B(A) \subseteq \operatorname{conv}\left\{W_{\mathbb{C}}(A), W_{\mathbb{C}}\left(A^{*}\right)\right\}$. Since $W_{\mathbb{C}}(A)=W_{\mathbb{C}}\left(A^{*}\right)$, we have $B(A)=$ $W_{\mathbb{C}}(A)$.

On the other hand, since $B(A)=W_{\mathbb{C}}(A)$ and using that $\left(W_{\mathbb{C}}(A)\right)^{*}=$ $W_{\mathbb{C}}\left(A^{*}\right)$, we have $(B(A))^{*}=\left(W_{\mathbb{C}}(A)\right)^{*}$. Therefore, $B(A)=W_{\mathbb{C}}\left(A^{*}\right)$ and so $W_{\mathbb{C}}(A)=W_{\mathbb{C}}\left(A^{*}\right)$. Together with Toeplitz-Hausdorff theorem we conclude that $B(A)$ is convex.

Notice that, when $B(A)$ is convex does not imply that $W_{\mathbb{C}}(A)=W_{\mathbb{C}}\left(A^{*}\right)$, as example 1.1 shows.

Another immediate consequence of the previous result is that the bild of a real matrix $A \in \mathcal{M}_{n}(\mathbb{R})$ is the complex numerical range of $A$, i.e $B(A)=$ $W_{\mathbb{C}}(A)$. Thus corollary 3.8 encompasses CDM1, theorem 3.7].

We will see now two examples where we can describe the shape of the bild of $A$, and therefore of $W_{\mathbb{H}}(A)$. We would like to point out that, using our results, there are several complex matrices for which the quaternionic numerical range can be computed from the known results of the complex numerical range.

Example 3.9. Let $A \in \mathcal{M}_{3}(\mathbb{C})$ be the matrix

$$
A=\left(\begin{array}{ccc}
i & 0 & 1 \\
0 & i & 0 \\
0 & 0 & -i
\end{array}\right)
$$

From [KRS, Theorem 2.4], $W_{\mathbb{C}}(A)$ is an ellipse with foci at $\lambda_{1}=i, \lambda_{2}=-i$ and minor axis equal to 1 . In this case, since $W_{\mathbb{C}}\left(A^{*}\right)=\left(W_{\mathbb{C}}(A)\right)^{*}$, we have $W_{\mathbb{C}}\left(A^{*}\right)$ is also the ellipse described above. So $W_{\mathbb{C}}(A)=W_{\mathbb{C}}\left(A^{*}\right)$ and from corollary 3.8 we conclude that $B(A)=W_{\mathbb{C}}(A)$ is an ellipse and of course convex.

Example 3.10. Consider the complex matrix

$$
A=\left(\begin{array}{ccc}
i & 0 & 1 \\
0 & i & 0 \\
0 & 0 & i
\end{array}\right) \in M_{3}(\mathbb{C})
$$

From [KRS, Theorem 4.1], $W_{\mathbb{C}}(A)$ is the disk with center $i$ and radius $\frac{1}{2}$. Therefore, $W_{\mathbb{C}}\left(A^{*}\right)$ is the disk with center $-i$ and radius $\frac{1}{2}$. It follows that $W_{\mathbb{C}}^{+}(A)=\mathbb{D}\left(i, \frac{1}{2}\right)$ and $W_{\mathbb{C}}^{+}\left(A^{*}\right)=\emptyset$.

Now, given $X=(x, y, z) \in \mathbb{S}_{\mathbb{H}^{3}}$, we have

$$
X^{*} A X=x^{*} i x+y^{*} i y+z^{*} i z+x^{*} z
$$

Denote the real part of $X^{*} A X$ by

$$
\operatorname{Re}\left(X^{*} A X\right)=f(x, y, z)=x_{0} z_{0}+x_{1} z_{1}+x_{2} z_{2}+x_{3} z_{3}
$$

and the imaginary part by

$$
\operatorname{Im}\left(X^{*} A X\right)=F_{1}(x, y, z) i+F_{2}(x, y, z) j+F_{3}(x, y, z) k
$$

Then, $\underline{v}$ (resp., $\bar{v}$ ) is the minimum (resp., maximum) of the function $f(x, y, z)$, subject to the constrains

$$
F_{1}(x, y, z)=F_{2}(x, y, z)=F_{3}(x, y, z)=0 \text { and }|x|^{2}+|y|^{2}+|z|^{2}=1
$$

Using a MATLAB program for optimization with constrains we find that $\underline{v}=-\frac{1}{4}$ and $\bar{v}=\frac{1}{4}$. Invoking theorem 3.6, we conclude that the upper bild of $A$ is

$$
B^{+}(A)=\operatorname{conv}\left\{\mathbb{D}\left(i, \frac{1}{2}\right),-\frac{1}{4}, \frac{1}{4}\right\}
$$

Theorem 3.6 generalizes theorem 6.1 of the outstanding tour de force [ST]. In the next proposition it is established that for $2 \times 2$ complex matrices the upper bild is either $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right)\right\}, B^{+}(A)=$ $\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), v\right\}$, for some $v \in \mathbb{R}$, or $B^{+}(A)=W_{\mathbb{C}}^{+}(A)$. We thus provide a different and more straightforward proof for the above mentioned theorem of [ST] (see the appendix for the proof).
Corollary 3.11. Let $A=H+S i \in \mathcal{M}_{2}(\mathbb{C})$. The upper bild of $A$ is:
(i) $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right)\right\}$, if $S$ is indefinite;
(ii) $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), v\right\}$, for some real value $v$, if $S$ is positive definite;
(iii) $B^{+}(A)=W_{\mathbb{C}}^{+}(A)$, if $S$ is positive semi-definite.

A natural question to ask is if the previous corollary, or part of it, can be generalized for $n>2$. That is, when the matrix $S$ is positive definite, positive semi-definite or indefinite, can the shape of the quaternionic numerical range given by theorem 3.6 be further simplified? Next example shows that it is not the case for $3 \times 3$ normal complex matrices.

Example 3.12. Consider the complex matrix $A=H+S i \in \mathcal{M}_{3}(\mathbb{C})$, where $A=\operatorname{diag}(1+i, 1+i,-i)$. Hence $W_{\mathbb{C}}(A)=[1+i,-i]$ and $\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right)\right\}=$ $\operatorname{conv}\{i, 1 / 2,1+i\}$. Since matrix $A$ is normal, its upper bild is conv $\{i, 1 / 2,1,1+$ $i\}$. We have, then, an example of a matrix $A$, with an indefinite matrix $S$, $S=\operatorname{diag}(1,1,-1)$, where $B^{+}(A) \neq \operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right)\right\}$.

On the other hand, by unitary similarity (in the quaternions) we have that the numerical range of $\tilde{A}=\operatorname{diag}(1+i, 1+i, i)$ is equal to the numerical range of $A$. The complex numerical range of $\tilde{A}$ is $[i, 1+i]$. Thus we have a matrix with positive definite $S$, where $B^{+}(A) \neq \operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), v\right\}$.
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## 4. Appendix

We now prove corollary 3.11. To do so it is important to understand for which vectors $\boldsymbol{q}=\boldsymbol{x}+\boldsymbol{y} j \in \mathbb{S}_{\mathbb{H}^{2}}$ the element $\boldsymbol{q}^{*} A \boldsymbol{q}$ is real and what is the real part of the numerical range. Next preparatory lemma provides conditions for the first of these matters.

Lemma 4.1. Let $A=H+S i \in \mathcal{M}_{2}(\mathbb{C})$, where $S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$ and $\lambda_{1}, \lambda_{2} \in \mathbb{R} \backslash\{0\}$. Let $\boldsymbol{q}=\boldsymbol{x}+\boldsymbol{y} j \in \mathbb{S}_{\mathbb{H}^{2}}$ and $\boldsymbol{x}=\left(x_{1}, x_{2}\right), \boldsymbol{y}=\left(y_{1}, y_{2}\right) \in \mathbb{C}^{2}$. If $\boldsymbol{q}^{*} A \boldsymbol{q} \in \mathbb{R}$ then

$$
\begin{equation*}
\lambda_{1} x_{1}^{*} x_{2}\left|y_{1}\right|^{2}=-\lambda_{2} y_{2} y_{1}^{*}\left|x_{2}\right|^{2} . \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\lambda_{1}\left|y_{1}\right|^{2}+\lambda_{2}\left|y_{2}\right|^{2}\right)\left(\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}\right)=0 . \tag{4.2}
\end{equation*}
$$

Proof. From (3.5), an element of the numerical range is real if and only if $\boldsymbol{x}^{*} S \boldsymbol{y}=0$ and $\boldsymbol{x}^{*} S \boldsymbol{x}-\boldsymbol{y}^{*} S \boldsymbol{y}=0$. We have

$$
\begin{equation*}
\boldsymbol{x}^{*} S \boldsymbol{y}=0 \Leftrightarrow \lambda_{1} x_{1}^{*} y_{1}+\lambda_{2} x_{2}^{*} y_{2}=0 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{x}^{*} S \boldsymbol{x}-\boldsymbol{y}^{*} S \boldsymbol{y}=0 \Leftrightarrow \lambda_{1}\left|x_{1}\right|^{2}+\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}-\lambda_{2}\left|y_{2}\right|^{2}=0 . \tag{4.4}
\end{equation*}
$$

If $x_{2}=0$ and $y_{1}=0,4.1$ and 4.2 follow trivially. If $x_{2}=0$ and $y_{1} \neq 0$, from (4.3), $x_{1}=0$ and from (4.4) we have $\lambda_{1}\left|y_{1}\right|^{2}+\lambda_{2}\left|y_{2}\right|^{2}=0$. Then (4.1) and (4.2) follow. If $x_{2} \neq 0$ and $y_{1}=0$, an analogous reasoning proves (4.1) and (4.2). It remains to see the case $x_{2} \neq 0$ and $y_{1} \neq 0$.

From (4.3) we have

$$
\begin{array}{r}
\lambda_{1} x_{1}^{*}=-\lambda_{2} x_{2}^{*} y_{2} \frac{y_{1}^{*}}{\left|y_{1}\right|^{2}}  \tag{4.5}\\
\Leftrightarrow \frac{\lambda_{1} x_{1}^{*} x_{2}}{\left|x_{2}\right|^{2}}=-\frac{\lambda_{2} y_{2} y_{1}^{*}}{\left|y_{1}\right|^{2}}
\end{array}
$$

and (4.1) follows. The previous equality implies that

$$
\begin{equation*}
\lambda_{1}^{2}\left|x_{1}\right|^{2}=\lambda_{2}^{2} \frac{\left|x_{2}\right|^{2}\left|y_{2}\right|^{2}}{\left|y_{1}\right|^{2}} \tag{4.6}
\end{equation*}
$$

On the other hand, from (4.4), we have

$$
\begin{align*}
& \frac{\lambda_{2}^{2}}{\lambda_{1}} \frac{\left|x_{2}\right|^{2}\left|y_{2}\right|^{2}}{\left|y_{1}\right|^{2}}+\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}-\lambda_{2}\left|y_{2}\right|^{2}=0 \\
\Leftrightarrow & \lambda_{2}^{2}\left|x_{2}\right|^{2}\left|y_{2}\right|^{2}+\lambda_{1} \lambda_{2}\left|x_{2}\right|^{2}\left|y_{1}\right|^{2}-\lambda_{1}^{2}\left|y_{1}\right|^{2}\left|y_{1}\right|^{2}-\lambda_{1} \lambda_{2}\left|y_{2}\right|^{2}\left|y_{1}\right|^{2}=0 \\
\Leftrightarrow & \lambda_{2}\left|y_{2}\right|^{2}\left(\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}\right)+\lambda_{1}\left|y_{1}\right|^{2}\left(\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2} \mid\right)=0 \\
\Leftrightarrow & \left(\lambda_{1}\left|y_{1}\right|^{2}+\lambda_{2}\left|y_{2}\right|^{2}\right)\left(\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}\right)=0 \tag{4.7}
\end{align*}
$$

This concludes the proof.
For $2 \times 2$ complex matrices, with $\lambda_{1} \neq 0$ or $\lambda_{2} \neq 0$, the upper-bild of $A$ can be characterized as follows.

Corollary 3.11. Let $A=H+S i \in \mathcal{M}_{2}(\mathbb{C})$. The upper bild of $A$ is:
(i) $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), W_{\mathbb{C}}^{+}\left(A^{*}\right)\right\}$, if $S$ is indefinite;
(ii) $B^{+}(A)=\operatorname{conv}\left\{W_{\mathbb{C}}^{+}(A), v\right\}$, for some real value $v$, if $S$ is positive definite;
(iii) $B^{+}(A)=W_{\mathbb{C}}^{+}(A)$, if $S$ is positive semi-definite.

Proof. Let $\boldsymbol{q}=\boldsymbol{x}+\boldsymbol{y} j \in \mathbb{S}_{\mathbb{H}^{2}}$, with $(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{4}}$ and define

$$
\mathcal{R}=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{4}}: \boldsymbol{q}^{*} A \boldsymbol{q} \in \mathbb{R}\right\}
$$

For $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{R}$, from the previous lemma, we have

$$
\begin{equation*}
\lambda_{1}\left|y_{1}\right|^{2}+\lambda_{2}\left|y_{2}\right|^{2}=0 \quad \text { or } \quad \lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}=0 \tag{4.8}
\end{equation*}
$$

Case (i):
When $S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$ is indefinite let, without loss of generality, $\lambda_{1}>0$ and $\lambda_{2}<0$. In view of theorem 3.6, we need to prove that $\underline{v}, \bar{v} \in W_{\mathbb{C}}(A)$.

If $\lambda_{1}\left|y_{1}\right|^{2}=-\lambda_{2}\left|y_{2}\right|^{2}$ then equation (4.4) implies that $\lambda_{1}\left|x_{1}\right|^{2}+\lambda_{2}\left|x_{2}\right|^{2}=0$.
In this case we have that $\boldsymbol{x}^{*} S \boldsymbol{x}=\boldsymbol{y}^{*} S \boldsymbol{y}=0$.
If $\lambda_{2}\left|x_{2}\right|^{2}-\lambda_{1}\left|y_{1}\right|^{2}=0$ then $\left|x_{2}\right|=\left|y_{1}\right|=0$. From equation (4.4), $\lambda_{1}\left|x_{1}\right|^{2}-$ $\lambda_{2}\left|y_{2}\right|^{2}=0$ and so $\left|x_{1}\right|=\left|y_{2}\right|=0$. But this contradicts the fact that $(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{4}}$, so this case is ruled out.

Therefore, from (3.3), $\bar{v} \in W_{\mathbb{H}}(A) \cap \mathbb{R}$ verifies

$$
\begin{aligned}
\bar{v} & =\boldsymbol{x}^{*} A \boldsymbol{x}+\boldsymbol{y}^{*} A^{*} \boldsymbol{y} \\
& =\alpha^{2} \boldsymbol{x}_{\mathbb{S}}^{*} A \boldsymbol{x}_{\mathbb{S}}+\left(1-\alpha^{2}\right) \boldsymbol{y}_{\mathbb{S}}^{*} A^{*} \boldsymbol{y}_{\mathbb{S}} \\
& =\alpha^{2} \boldsymbol{x}_{\mathbb{S}}^{*} H \boldsymbol{x}_{\mathbb{S}}+\left(1-\alpha^{2}\right) \boldsymbol{y}_{\mathbb{S}}^{*} H \boldsymbol{y}_{\mathbb{S}},
\end{aligned}
$$

where $\alpha^{2}=\|\boldsymbol{x}\|^{2}=1-\|\boldsymbol{y}\|^{2} \in[0,1]$, that is, $\bar{v}$ is a convex combination of $\boldsymbol{x}_{\mathbb{S}}^{*} H \boldsymbol{x}_{\mathbb{S}}$ and $\boldsymbol{y}_{\mathbb{S}}^{*} H \boldsymbol{y}_{\mathbb{S}}$. Thus,

$$
\bar{v} \leq \max \left\{\boldsymbol{x}_{\mathbb{S}}^{*} H \boldsymbol{x}_{\mathbb{S}}, \boldsymbol{y}_{\mathbb{S}}^{*} H \boldsymbol{y}_{\mathbb{S}}\right\} .
$$

We have that $\boldsymbol{x}_{\mathbb{S}}^{*} H \boldsymbol{x}_{\mathbb{S}}=\boldsymbol{x}_{\mathbb{S}}^{*} A \boldsymbol{x}_{\mathbb{S}}$ and $\boldsymbol{y}_{\mathbb{S}}^{*} H \boldsymbol{y}_{\mathbb{S}}=\boldsymbol{y}_{\mathbb{S}}^{*} A \boldsymbol{y}_{\mathbb{S}}$. It follows that

$$
\bar{v} \leq \max \left\{\boldsymbol{x}_{\mathbb{S}}^{*} A \boldsymbol{x}_{\mathbb{S}}, \boldsymbol{y}_{\mathbb{S}}^{*} A \boldsymbol{y}_{\mathbb{S}}\right\} \leq \max W_{\mathbb{C}}(A) \cap \mathbb{R} .
$$

Since $W_{\mathbb{C}}(A) \subseteq W_{\mathbb{H}}(A)$,

$$
\max W_{\mathbb{C}}(A) \cap \mathbb{R} \leq \max W_{\mathbb{H}}(A) \cap \mathbb{R}=\bar{v}
$$

Hence $\bar{v} \in W_{\mathbb{C}}(A)$.
A similar reasoning allows us to prove that $\underline{v} \in W_{\mathbb{C}}(A)$.
Case (ii):
Suppose $S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$ is positive definite, i.e. $\lambda_{1}>0$ and $\lambda_{2}>0$. We will prove that $\underline{v}=\bar{v}=v$, that is, $(\boldsymbol{x}, \boldsymbol{y}) \mapsto \boldsymbol{x}^{*} H \boldsymbol{x}+\boldsymbol{y}^{*} H \boldsymbol{y}$ is constant over the elements $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{R}$.

For $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{R}$, equation (4.8) holds if $\left|y_{1}\right|=\left|y_{2}\right|=0$ or $\lambda_{1}\left|y_{1}\right|^{2}-\lambda_{2}\left|x_{2}\right|^{2}=$ 0 . The first case implies, from (4.4), that $\left|x_{1}\right|=\left|x_{2}\right|=0$, which contradicts $(\boldsymbol{x}, \boldsymbol{y})$ to be an element of $\mathbb{S}_{\mathbb{C}^{4}}$. The latter case, $\lambda_{1}\left|y_{1}\right|^{2}=\lambda_{2}\left|x_{2}\right|^{2}$, implies, from (4.1), that $x_{1}^{*} x_{2}=-y_{1}^{*} y_{2}$. Replacing on the equation $\boldsymbol{x}^{*} \boldsymbol{x}+\boldsymbol{y}^{*} \boldsymbol{y}=1$ we get

$$
\left|x_{1}\right|^{2}+\left|y_{1}\right|^{2}=\frac{\lambda_{2}}{\lambda_{1}+\lambda_{2}}, \text { and }\left|x_{2}\right|^{2}+\left|y_{2}\right|^{2}=\frac{\lambda_{1}}{\lambda_{1}+\lambda_{2}} .
$$

It follows that

$$
\begin{aligned}
\boldsymbol{x}^{*} H \boldsymbol{x}+\boldsymbol{y}^{*} H \boldsymbol{y} & =h_{11}\left(\left|y_{1}\right|^{2}+\left|x_{1}\right|^{2}\right)+h_{22}\left(\left|y_{2}\right|^{2}+\left|x_{2}\right|^{2}\right) \\
& =h_{11} \frac{\lambda_{2}}{\lambda_{1}+\lambda_{2}}+h_{22} \frac{\lambda_{1}}{\lambda_{1}+\lambda_{2}} .
\end{aligned}
$$

Therefore, $\boldsymbol{x}^{*} H \boldsymbol{x}+\boldsymbol{y}^{*} H \boldsymbol{y}$ only depends on the entries of $H$ and $S$, being constant over $\mathcal{R}$.

Case (iii):
When $S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$ is positive semi-definite let, without loss of generality, $\lambda_{1}>0$ and $\lambda_{2}=0$. For $\omega \in B(A)$, from (3.4),

$$
\omega=\boldsymbol{x}^{*} H \boldsymbol{x}+\boldsymbol{y}^{*} H \boldsymbol{y}+\left(\boldsymbol{x}^{*} S \boldsymbol{x}-\boldsymbol{y}^{*} S \boldsymbol{y}\right) i, \quad(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0} .
$$

Since $(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{0}$ and $\boldsymbol{x}^{*} S \boldsymbol{x}=\boldsymbol{y}^{*} S \boldsymbol{y}$, we have $\left|x_{1}\right|=\left|y_{1}\right|=0$.

For $H=\left(\begin{array}{ll}h_{11} & h_{12} \\ h_{21} & h_{22}\end{array}\right)$ we have

$$
\begin{aligned}
\omega & =\left(\begin{array}{ll}
0 & x_{2}^{*}
\end{array}\right)\left(\begin{array}{ll}
h_{11} & h_{12} \\
h_{21} & h_{22}
\end{array}\right)\binom{0}{x_{2}}+\left(\begin{array}{ll}
0 & y_{2}^{*}
\end{array}\right)\left(\begin{array}{ll}
h_{11} & h_{12} \\
h_{21} & h_{22}
\end{array}\right)\binom{0}{y_{2}} \\
& =\left|x_{2}\right|^{2} h_{22}+\left|y_{2}\right|^{2} h_{22} \\
& =h_{22},
\end{aligned}
$$

since $(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{S}_{\mathbb{C}^{4}}$.
Therefore, we can write $\omega=\left(\begin{array}{ll}0 & 1\end{array}\right) A\binom{0}{1} \in W_{\mathbb{C}}^{+}(A)$.
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