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Abstract: Buildings in Lisbon are often the victim of several types of events (such as accidents, fires,
collapses, etc.). This study aims to apply a data-driven approach towards knowledge extraction from
past incident data, nowadays available in the context of a Smart City. We apply a Cross Industry
Standard Process for Data Mining (CRISP-DM) approach to perform incident management of the
city of Lisbon. From this data-driven process, a descriptive and predictive analysis of an events
dataset provided by the Lisbon Municipality was possible, together with other data obtained from
the public domain, such as the temperature and humidity on the day of the events. The dataset
provided contains events from 2011 to 2018 for the municipality of Lisbon. This data mining
approach over past data identified patterns that provide useful knowledge for city incident managers.
Additionally, the forecasts can be used for better city planning, and data correlations of variables can
provide information about the most important variables towards those incidents. This approach is
fundamental in the context of smart cities, where sensors and data can be used to improve citizens’
quality of life. Smart Cities allow the collecting of data from different systems, and for the case of
disruptive events, these data allow us to understand them and their cascading effects better.

Keywords: buildings; incident management; knowledge extraction; smart cities; critical infrastructures;
CRISP-DM

1. Introduction

Cities—in the context of a Smart City, where most data are available to understand Critical
Infrastructures (CI)—play an important role in ensuring the livability, safety, security, and health of
citizens. Modern critical infrastructures are becoming increasingly smarter, leading to the birth of
Smart Cities. Following the beginning of the COVID-19 pandemic, it became clear that the Smart City
should be considered an overall Critical Infrastructure composed of a set of infrastructures that are,
in turn, critical and part of the same system, with strong interdependencies. In this perspective, the
failure of one of its components can lead to a series of internal cascading effects, such as compromising
the functioning of the Smart City itself.

Making the Smart City Critical Infrastructure (SCCI) and its Critical Infrastructure Components
(CIC) smarter usually means making them smarter in regular operation and use—more adaptive, more
intelligent, and more connected. Making existing infrastructures smarter is usually associated with
making them more complex, but it can also make them more vulnerable and subject to cascading effects.
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The SCClI is exposed to extreme threats, such as physical disasters or cyber-attacks. Protecting the CIC
and ensuring their continued operation will be an important part of assuring the future sustainability
of the SCCIL. It is therefore essential to minimize the destruction of CIC and interrupt the cascading
effects on the Smart City [1]; this could be achieved with a Smart Resilience approach. The CIC’s ability
to anticipate, prepare for, adapt, withstand, respond to, and recover will influence the resilience of the
SCCI [1]. Current response procedures rely on outdated information sharing techniques and provide
little or no opportunity to produce change within the failing infrastructure systems. There may also be
a minimal understanding of important systems and their roles that are being provided by components
of the failing system.

Disasters and incidents have increased due to climate change, increasing population, more
economic activity, and infrastructure aging. Natural disasters increased in 2000-2010 to about 3500,
while in 1970-1980, they were five times less (about 750) [2]. The identification and characterization
of the type of event that has been happening are essential to make informed management decisions
and to prevent future disasters. Without reliable and up to date data, response readiness and the
ability to anticipate new accidents are low, resulting in a poor ability to strategically plan for mitigation,
adaptation, or response. This results in increased vulnerability to events and decreased resilience [3].
Accidents did not occur often and as such, there used to be no structured data available; however,
due to the increase in their frequency, this topic is receiving more attention and data are starting to
be collected. These data can be analyzed for proper knowledge extraction and consequently, allow
for better decision making and planning by competent authorities. Data allow the identification of
spatiotemporal patterns and correlations among different variables. Disaster management requires
data and knowledge information for the development of better contingency plans and better decision
making during the crisis process.

Lisbon, the capital of Portugal, is a city with little over five hundred thousand inhabitants, but if
the surrounding areas are considered, the population is about 3500 thousand. It is a city with intense
activity, and the incidents that emerge are addressed by a limited volume of resources (both material
and human).

With this research work, we aim to improve the performance of incidents management in the
city of Lisbon by understanding what the leading causes of these incidents are and how the city
should prepare based on the identified causes to prevent the impact of natural disasters. In doing so,
we will perceive which areas are the most vulnerable and where the impacts will be more significant.
In parallel, the variables more relevant to incidents will be identified to improve preparedness and
allow prevention units to be ready to respond to upcoming incidents.

To achieve the goal of this research, we will use data from the Lisbon incident report system,
and through a data-driven process, identify the significant spatial-temporal patterns of these data.
The extraction of important facts will allow the development of improved plans for city preparedness
(resource planning and intervention). Since the data represent incidents in a city, their understanding
through descriptive analytics will allow, for instance, better planning of fire brigades and other
intervention teams, and also, an improved intervention. By allowing increased resilience in some of
the critical infrastructures, data analytics will prevent the magnitude of a possible cascading effect.

2. State of the Art

Urban communities can be viewed as the complex dynamic interactions of physical, social,
economic, and environmental systems [4]. An urban system may be exposed to a great variety
of external shocks like environmental disasters such as earthquakes, floods, and fires (e.g., a very
strong earthquake followed by a massive tsunami in Lisbon in 1755), socio-natural hazards associated
with socio-economic fragilities of urban populations [5] causing social unrest (e.g., Tripoli) [6] and
human-made disasters [7] like building fires and infrastructure, industrial, or technological accidents.
Many aspects of urban development affect disaster risk, like urban growth boundaries, density,
structural types, construction standards, and specifications. Progressive urban development initiatives
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usually promote compact urban form and, inadvertently, often serve to aggravate natural hazard risk
in hazard-prone areas [8] and human-made disasters by increasing urban density. Multi-hazard risk
analyses demonstrate the value of acknowledging different sources of risk. Considering multiple
hazards simultaneously can help decision-makers in an urban area to prioritize risk management
and climate adaptation actions [5]. Comparing risks across hazards on a frequent and consistent
basis, such as in terms of the value of property damage, can allow for identifying which hazards are
associated with higher expected losses [9]. The methodological approaches in risk assessment studies
range from very coarse indices to elaborate assessments. An example of a coarse index approach
is the methodology based on readily available data and expert knowledge about the hazards and
their possible effects on the municipality [10]. This method yields a ranking of the different risks in
a community and guides both mitigation and preparedness priorities [10]. At the other end of the
spectrum, elaborate assessments consider the complete risk chain using complex simulation tools for
hazard and vulnerability analyses, but most of them lack the multi-hazard aspect [11]. One example
of a true multi-hazard study in damage to buildings quantifies the damage resulting from a range of
natural hazards in Australia [12].

To conduct risk analysis in a multi-hazard scenario, large amounts of data are required [2].
For example, historical data on natural disasters, geo-location and topography data, atmospheric
data, and data on human and socio-economic losses due to each type of disaster are required.
As a data source for historical data, EM-DAT and Wikipedia are primarily used [2,3,6]. Since 1988,
the Centre for Research on the Epidemiology of Disasters, located in the School of Public Health at
the Université Catholique de Louvain, has been developing and maintaining an Emergency Events
Database (EM-DAT). Geographical, topographic, and geological data can be obtained from Geographical
Information Systems (GIS) [5,13-15], HAZUS [8,16], satellites [14,16-18], local records [8,17,19], and
social media [2,7,20]. HAZUS is a geographic information system-based natural hazard analysis tool
developed and freely distributed by the Federal Emergency Management Agency (FEMA). As sources
for atmospheric data, remote sensing, weather stations, and national meteorological information
centers are being used [2,14,15,18]. Data of man-made disasters are commonly obtained from social
media (Twitter), local emergency services (fire brigades, municipal services, hospitals), and others like
interviews and surveys [2-4,7,8,13,20,21].

Research and applications concerning multi-source data fusion oriented to disaster emergencies are
severe problems, owing to the diverse data sources. Combining and analyzing multi-sourced data and
extracting critical information can be quite challenging, especially during a crisis [2]. Various types of
computational infrastructures are being used to address this challenge of a large volume of data, which
are often hard to store, difficult to visualize, and are highly variable in format and type. The process
of examining large and varied datasets is usually denominated “big data” analytics and is especially
important in disaster mitigation, and risk and resilience analysis [22]. The recent development of
cloud computing has been increasingly viewed as a viable solution to utilize multiple low-profile
computing resources to parallelize the analysis of massive data into smaller processes [22]. Python
(Pandas) is currently used to integrate various datasets and form the basis repository [4]. After the
creation of a data repository, a considerable amount of processing is necessary. Some steps present in
the preparation of data are the initial cleaning of missing, incomplete, or incorrect information in the
dataset, selecting relevant features, cleaning irrelevant variables, and formulating scores. To perform
feature selection, some analyses have attempted to use machine learning algorithms and statistical
correlation methods [4]. Machine learning is a branch of artificial intelligence that focuses on algorithms
for prediction and classification. These algorithms are either supervised or unsupervised. Least squares
and nearest neighbor analyses are commonly used supervised methods, while cluster analyses are
widely used for unsupervised methods [22]. One of the machine learning methods for developing
prediction models is the Random Forest classification [23]. Random Forest is an ensemble of decision
trees used to perform predictions on new data [23]. Other examples of classifiers are Logit Boost,
Naive Bayes, Bayes Net, Logistic regression, K Nearest Neighbors (KNN), and Linear Regression [24].
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We highlight data/text mining and statistical analysis. The publications considered have a diversity of
approaches, taking into account social networks, Geographic information systems, and emergency
databases. These sources provide data for these decision support systems (DSS), but the major problem
is data integration and access due to system diversity and that there is no data standardization
performed among several proprietary systems. The search was performed in the Scopus and Google
Scholar databases using, as the preferable source, journal papers. A list of 24 documents was gathered.
Their titles and abstracts were analyzed in detail for topic propriety, and duplications were eliminated.
In the end, 19 documents remained. From the publication dates, it is possible to conclude that data
analysis for disaster management is an emergent topic. In the context of smart cities, more data will be
available, and it will be the trigger to the DSS. Table 1 summarizes some of the relevant publications
from the past five years on the topic of decision support systems (DSS) for disaster management.

Table 1.
System/Framework Prototype/Risk analysis platform. (1) Data/Text mining; (2) Statistical Analysis.

Summary of the publications found in the literature search. (*) Decision Support
Notes: (+) Multi-hazard assessment, response, and planning (http://ergo.ncsa.illinois.edu/); (++) Satellite
digital elevation model; (+++) Centre for Research on the Epidemiology of Disasters. Document type:
B—Dbook chapter; J—journal article.

Doc. . Methodology .
Ref. Year Type Topic Data Source Applied *)
1) 2
. Emergency
[6] 2019 Urban disasters Events Database (EM-DAT) X X
[21] 2020 Impact of climate change on disaster Regional Emergency Medical X
events in metropolitan cities Operation Centers (REMOCs)
[13] 2020 Urban severe rgmfall and flooding Data fusion: GIS, interviews, surveys X X X
disasters
[20] 2018 Disaster early warning an@ damage Soc.lal medlg (Tw1ttgr), geo-location, X X X
assessment analysis information on disaster losses
] 2017 A Cloud—enabled. automatic disaster Social me.d{a, reimote sensing, X X X
analysis system Wikipedia data
4] 2017 The Res1her}ce to Emergenciesand ~ New York City’s 311 service request X X X
Disasters Index system, others
Design and Implementation of a
[16] 2019 Multi-Disaster Risk HAZUS-MH, ERGO (+), public data X X X
Assessment Database System
Quantifying the Spatiotemporal . .
[14] 2018 Pattern of Urban Expansion, Landsat 1mageZII;em0te sensing, X X
Hazard and Risk Area
Suitability estimation for urban Topographic, geological,
[17]1 2016 Y precipitation, earthquake catalog, X X
development - -
landslide, observations
[18] 2019 Multi-hazard probabll.lty Satellite, Landsat8, Weather stations X X
assessment and mapping
Comparative assessment ( ... ) for
[25] 2019 gully erosion Several including GIS and DEM (++) X X
susceptibility modeling
[5] 2016 Multi-hazard risk assessment GIS X X
71 2018 CrisMap: A Big Data Crisis Social media (Twitter) X X X
Mapping System
8] 2018 Effects of urban developmenton 1, 7156 iy 2006 Census of Canada X X
future multi-hazard risk
3] 2019 Current and Emerging Disaster  -ppny (L ) EMLDAT, interviews X X
Risks Perceptions in Oceania
[15] 2019 A Machine Learning Ensemble Several including GIS and National X X
: Approach Meteorological Information Center
[19] 2019 Multi-hazard assessment modeling Topographic, geological, X X X

precipitation, landslide, observations
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3. Methodology

3.1. The Case Study Approach

Some infrastructures are common to most cities, but each city has its own specificities. As critical
components are interdependent, data analysis needs to address the specificities of each case.
Consequently, this research is based on a specific city, the city of Lisbon, the capital of Portugal.
Findings are specific from this city; nonetheless, conclusions may apply to cities with a similar
profile. With adequate adjustments in terms of the most relevant critical infrastructures and variables,
the following methodology applies to other cities.

To narrow the scope of the research and make it sounder, it will focus on one type of
infrastructure—buildings.

3.2. Methodology towards SCCI Knowledge Extraction

The methodology follows the CRISP-DM method [26] to use CIC data and transform these
into knowledge.

Firstly, and to serve the overall purpose of this research, we detailed the analysis to pinpoint
the risks faced by buildings located in Lisbon. We intended to understand what are the main
incidents occurring in Lisbon, which ones happen more often, and what are the influencing factors of
those incidents.

In order to achieve this, we were provided with a report of the occurrences in the city created
by firefighters. This report contained data such as the location of the incident, its category, a brief
description of the occurrence (when necessary), and how many elements and vehicles were deployed
to resolve the incident.

Secondly, we performed “Data Understanding” by exploring all the variables in the dataset with
the data related to incidents in buildings.

In “Data Preparation”, we analyzed the null values from certain entries. The data only included
values between 2011 and 2018. The entries with more nulls had 45 nulls. With 6386 entries in the
database, those entries were eliminated since they would not have a relevant impact on our dataset.
We ended up with a workable dataset of 6341 entries.

The “Type of Occurrence” was one of the variables in the dataset. This variable has already been
classified by the system into 20 pre-defined types of CIC incidents. These are as follows:

e Infrastructures and Communication Routes—Falling Structures;

e Infrastructures and Communication Routes—Flood Private Space;

e  Industrial-technological—Suspicious Situations—Check Smoke;

e Industrial-technological—Suspicious Situations—Check Smells;

e  Industrial-technological—Gas Leak—Plumbing/Conduct;

e Industrial-technological—Gas Leak—DBottle;

e Industrial-technological—Gas Leak—Deposit/Reservoir;

e  Accidents—Equipment—Lifts;

e  Accidents—Equipment;

e  Fire—Building (Infrastructures/Installation)—School;

e  Fire—Building (Infrastructures/Installation)—Empty/Degraded Building;

e  Fire—Building (Infrastructures/Installation)—Commercial/Shops/Fairs/Transport Station;
e  Fire—Building (Infrastructures/Installation)—Performance/Recreation Religious Worship;
e  Fire—Building (Infrastructures/Installation)—Services;

e  Fire—Building (Infrastructures/Installation)—Hospital/Home;

e  Fire—Building (Infrastructures/Installation)—Industry/Workshop/Warehouse;

e  Fire—Building (Infrastructures/Installation)—Housing;
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e  Fire—Building (Infrastructures/Installation)—Hospitality and Similar;
e  Fire—Building (Infrastructures/Installation)—Parking;
e  Fire—Building (Infrastructures/Installation)—Military/Security Forces.

These 20 types of CIC incidents belong to 4 main categories of incidents, also already defined by
the experts for civil protection:

e  Fire (building fires);

e Infrastructure (floods and falls);

e Industrial-technological (gas leaks and suspicious situations);
e  Accident (with equipment or with elevators).

Based on these four categories, the different subcategories were clustered into these four major
categories, to have a better perception of data variation and to have a greater volume of data for each
incident category.

Findings showed that the volume of data is well distributed among the four options. We found that
industrial technological accidents represent 36.57% of the observations in the database, the occurrences
of infrastructure incidents represent 26.94% of the data, accidents represent 21.28% of the data, and fires
represent 15.21% of the data under analysis. It is concluded that although industrial and technological
situations are the category with the most incidents, the remaining categories are also well represented.

To gain more understanding on the buildings of different municipal zones/neighborhoods
(hereafter named “zones”), we imported another dataset with the structure of the building in the
different zones of the city. This dataset was nulls free and had the following structures: “with or
without a slab”, “concrete”, “stone”, “wood”, and “others”.

Additionally, we had access to the number of buildings by date of construction in each Lisbon
zone, and the number of buildings by the number of floors. Experts divided the number of floors into
three categories: 1 or 2 floors, 3 or 4 floors, and More than 4 floors. Regarding the construction date of
the buildings, experts divided it into five categories, now with the number of buildings constructed:
Before 1919, Between 1919 and 1970, Between 1971 and 1990, Between 1991 and 2000, and After 2001.

The status of conservation of the builds in each Lisbon zone was also provided. This status
is represented by the proportion of buildings in need of major repairs or badly damaged (%) by
geographic location. It varied from 0.89 (zone of Olivais) to 13.04 (zone of Beato).

The average age of the buildings and the number of social houses were also considered. It allowed
us not only to understand where the buildings were older but also where low-income families were
more concentrated.

The number of habitants in each geographic zone, per gender, was also included. All the previous
data were concatenated into a single dataset for analysis. Since we had the date of the incidents
reported, we added the temperature, the relative humidity (rh), precipitation, and solar radiation (rad)
of the specific day to assess the influence of meteorological parameters on the different incidents.

With the dataset complete with variables that we believe could influence the incidents, we
performed the first correlation map between them. The variables that showed a stronger association
with the occurrence of incidents are the following ones: Number of buildings per structure (Concrete,
slab, stone); Number of buildings by the number of floors (1 to 2, 3 to 4, ... ); Number of buildings
constructed per period (before 1919, from 1919 to 1970, 1971 to 1990, ... ); Conservation status of
buildings; Average age of buildings; Number of social stores by zone; Number of individuals per zone;
Occurrence month; Day temperature; Precipitation of the day; Zone.

Considering only the variables with the strongest correlations between them, the correlation map
presented in Figure 1 was produced.
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Figure 1. Correlation between the variables with the strongest associations.

4. Data Visualization

Spatial-temporal data visualization helps in the construction of the big picture by providing a
visual structure that can be easily understood and be used in all phases of emergency management.

In order to understand the variables and how they relate to each other, we set to make visualizations
that explore the following perspectives: temporal (both in the sense of perceiving whether the time
(months) have an impact on the type and number of incidents that occur and in the sense of
understanding if the building’s age influences the occurrence of events), spatial (perception of zones
of concentration of incidents), and construction characteristics of the building (relation between the
number of building floors and the type of structure with which they were built and the occurrence of
incidents). Aiming to understand how the variables behave, an exploratory analysis was conducted,
as shown in Figure 2. For prediction purposes, only variables with a correlation with incident type
higher than 0.1 or lower than —0.1 were considered.

Num of vehicles / Incident type Num people / Incident type

Industrial Tech. Industrial Tech.

Infra-structure Infra-structure

K |

Fire Fire
Accident Accident
0 5K 0K 10K 20K
Precipitation / Incident type Avg building age / Incident type

Industrial Tech. Industrial Tech.

Infra-structure Infra-structure

Fire Fire

Accident - Accident

0K 10K 20K 00M 01M

Figure 2. Distribution of occurrences in each variable by incident type.

The top-left graphic in Figure 2 relates the number of incidents to the number of emergency
vehicles used. Data show that fires are the event requiring a greater number of vehicles. This shows
that the least frequent incidents (fires) are the ones requiring more resources (emergency vehicles).
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The top-right graphic in Figure 2 shows the number of persons that were involved in solving the
incident. This resource (human resource) is needed in larger quantities in technological and industrial
incidents, and accidents register the lowest number. These findings show that the incidents that occur
the most are the ones requiring more human resources, stressing the pressure on the availability of this
type of resource.

Regarding precipitation values (bottom-left graphic in Figure 2), it is shown that events related to
infrastructure are the ones that occur the most with the increase in precipitation.

The average age of the buildings (bottom-right graphic in Figure 2) highlights that older buildings
have a higher incidence of occurrences related to industrial-technological events and infrastructure
events. Additional analysis shows that accidents are the most common occurrences among buildings
with a lower average age.

In the heat map of Figure 3, which distributes all occurrences by their location, it is possible to
see that these are concentrated in downtown Lisbon, Olaias, Parque das Nagoes, Lumiar, and Benfica.
Heat maps are intuitive spatial data representations where different colors are used to represent
areas with different concentrations of points—showing overall shape and concentration trends [27].
From a technical point of view, it is a visualization of the areas of influence of each point and further
summation in places where areas overlap. The color gradient shows the power of influence at a certain
point. For a non-cartographer user, the map is attractive, easily readable, and the visualization is
more comprehensible.

Sacavém

Odivelas

a Chelas

woleira R it . Q':!Tﬂé ‘

- 4 "Ara:eiru \

? Mooy
Sinall

Figure 3. Heatmap—Distribution of incidents in the city of Lisbon.

Overall, it is concluded that the four types of incidents under analysis have a greater occurrence
in downtown Lisbon, which is, as can be seen in Figure 4, the area of Lisbon with a higher value of
buildings antiquity—the historical area of the city. In these zones, streets are narrow. Figure 5 shows
the building age distribution in the city and there is a correlation of building age (most of them in the
city center) with fire, accidents with equipment, and infrastructure.

In order to understand the spatial distribution of each type of incident, we have created four heat
maps, as shown in Figure 4. It is known that occurrences like accidents have more concentration points,
whereas industrial/technological occurrences occupy a greater spot in downtown Lisbon. This hot
spot analysis uses heat maps to determine hazard risk, and it is a piece of important information for
disaster planning management [28].

The temporal distribution of occurrences is shown in Figures 6-8, which depict the number of
each type of incident in each month of the year. Figure 6 shows that fires happen mostly in the summer
and the first and last month of the year. This last observation may be due to the use of fireplaces
and candles.
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In the case of industrial-technological accidents, it is concluded that the monthly variation is
irregular, as presented in Figure 8. As for infrastructure accidents, as can be seen in Figure 8 (A graphic),
it appears that they have a higher frequency in the first trimester of the year, probably due to a greater
intensity of precipitation, as we can see in Figure 8 (B graphic).

Considering the five types of structure by which the buildings are built (concrete, slab, without a
slab, stone, and other types of materials), 100% stacked column charts were created—as represented in
Figure 9. This allows analyzing of the relation the type of construction has with the registered incidents.

< -
Odivelas ' Odivelas Sacavéql

7
;
!
)

Figure 4. Heatmap—Spatial Distribution of each type of occurrence group. The A subfigure shows
fire (building fires), B subfigure shows industrial-technological (gas leaks and suspicious situations).
C subfigure shows accidents (with equipment or with elevators), and D subfigure shows infrastructure
(floods and falls).
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Figure 5. Heatmap—Buildings’ antiquity distribution, where yellow colors represent older buildings,
mainly in the city center.
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Figure 6. Number of fires per month of the year, where 1 is the 1st month, January, and 12th,
the last, December.
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Figure 7. Number of industrial incidents per month of the year, where 1 is the 1st month, January, and
12th, the last, December.
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Figure 8. The number of infrastructure incidents distribution per month of the year, where 1 is
the 1st month, January, and 12th, the last, December (A) and influence of weather conditions—rain
precipitation in mm? per incident type. Values in the period of 2011 to 2018 (B).
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Figure 9. Structure types by building’s age.
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Visualization was also made regarding the number of floors in the buildings. This was made in
order to check if it was possible to highlight any associations between the types of incidents and the
number of floors in the building. Regarding these incidents, it is possible to say that they are more
present in buildings with fewer floors, as shown in Figure 10.

Analyzing Figures 9 and 10 and crossing these conclusions with the distribution of the number
of floors by building age, we can see in Figure 11 that older buildings have fewer floors, and as seen
previously, older buildings have more incidents.

The data visualization allows the identification of space and temporal buildings and disaster
effects in a faster and more intuitive way. Table 2 shows the main incident type versus variable
importance, and this is a piece of useful information for management, less variable to handle. Results
were presented to the Risk Management Department of Lisbon Municipality. This data analysis allows
identification of the most relevant factors (variables) for the report of incidents, and a big picture
was produced. Associated data visualization improves decision making and situation awareness.
Additionally, it is possible to automatically generate incident reports in real-time, improving the quality
of the decisions made by the relevant authorities. Consequently, available resources can be better
managed along with an improvement in the management of the entire process, from planning to the
smart allocation of means, following the prediction and analysis of threat evolution. This visualization
process helps in planning the availability of intervention teams through time (for instance, adjust
holiday periods or increase capacity in certain months) and space (improve the allocation of teams
to specific zones). The output of this work will be used as a new tool by this department from the
Lisbon Municipality.
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Figure 10. Distribution of types of incidents by number of floors, based on the building age.
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Table 2. Incident type versus variable importance from the data analytics performed, where +++
means higher intensity of occurrences ++ medium intensity of occurrences and + lower intensity
of occurrences.

Number of Weather
Number Vehicles o . Building Age
b ! Human Resources  Condition-Precipitation uiding A8
Industrial-tech. ++ +++ + +4+
Infrastructure ++ + +++ ++
Fire +++ ++ + +
Accidents + + + +

5. Prediction Process

In the previous sections, the most relevant variables were identified. To understand which
variables have the most meaning in predicting the incidents and which ones are explanatory, further
analysis was conducted. Two different datasets with different variables were considered, as follows.

In the first dataset (Dataset 1), the variables considered were: incident type—the one we intend
to predict, i.e., the dependent variable—precipitation, number of vehicles involved, the number of
people involved, and the average age of the buildings, as represented in Table 2. As some of these
variables are only known after/during the occurrence of the incident, we created a more explanatory
dataset (Dataset 2), with the dataset 1 variables present. This new dataset is composed of the following
variables: number of buildings by structure, number of buildings by number of floors, buildings built
by decade, state of preservation, average age of the buildings, number of social stores present in that
area, number of people by zone, month of the occurrence, temperature of the day, and city zone.

In Dataset 2, there are more explanatory variables, where it is possible to reach several conclusions,
like the ones presented in Section 4.

The dependent variable (incident type) takes four possible values (four types of an incident),
as follows:

e  Fire (building fires);

e Infrastructure (floods and falls);

e Industrial-technological (gas leaks and suspicious situations);
e Accident (with equipment or with elevators).

As the problem we are dealing with is a classification one and the dependent variable is discrete,
classification algorithms were used: Logistic Regression, KNN, Support Vector Machine (SVM), Naive
Bayes, Decision Tree, and Random Forest algorithms.

Before implementing any algorithm, we divided the dataset in two parts: the first part, with
80% of the data, was used to train the algorithms; the second part, with 20% of the data, was used to
evaluate the predicted results.

To identify the number of neighbors of KNN that assure that this algorithm achieves the maximum
performance, we conducted a simulation for the number of neighbors with twenty iterations. In every
iteration, we calculated the accuracy value and saved it. Furthermore, these values were used to build a
plot and identify the maximum accuracy value, i.e., the best result achieved. The output of this function
can be seen in Figure 12, which shows that the algorithm achieves its best accuracy performance with a
k = 14. The obtained results show that, for a certain point in space, it will be classified according to the
14 closest neighbors, based on the Euclidean distance.

For SVM, the random state parameter that rearranges the data for probabilistic estimations was
added. As the dependent variable has four prediction classes, the SVM'’s performance accuracy was
limited. The Random Forest algorithm combines the output of multiple (randomly created) Decision
Trees to generate the final output. In the random forest, we made several attempts, and the best result
obtained was for 900 trees (default is 100), where, again, we used the Random State, as shown in
Figure 13 for Dataset 1. The decision tree/random forest showed better accuracy than the SVM.
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Figure 12. The graphic that represents the best number of neighbors to choose for k-nearest neighbor
(KNN), where k represents the number of neighbors.
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Figure 13. The random forest accuracy (identified as score), based on the estimators’ numbers.

For Dataset 1, the prediction algorithm showing the best prediction performance was Random
Forest, achieving 62.74% accuracy. The KNN was the second-best, achieving 62.1% accuracy. These
results are shown in Figure 14.

Loglstlc Regression Naive Bayes Decision Tree Random Forest
Algonthms

Accuracy %
8 8 &8 8 8

Figure 14. Algorithm accuracy comparison for Dataset 1 with four independent variables with
high correlation.

The same prediction was in a second instance applied to Dataset 2, with the expectation that
the additional variables could have some influence in the prediction performance. The Random
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Forest algorithm was again the best performing one, having 62.42% accuracy, almost achieving
the previous result. The KNN showed a decrease in accuracy performance from 62.1% to 50.8%.
The second-best algorithm for Dataset 2 is the Logistic Regression, with 59.63% accuracy, a large gap
from the Random Forest.

With the second dataset, the prediction values are slightly lower; nevertheless, they are more
meaningful, since, by replacing these variables with values, we can predict 1 out of 4 incidents with
62.42% certainty, as shown in Figure 15.

Accuracy %
8 & 8 38

N
o

0
Logistic Regression KNN SVM Naive Bayes Decision Tree Random Forest

Algorithms

Figure 15. Algorithm accuracy comparison for Dataset 2, with fourteen independent variables.

The prediction accuracy was not as high as desirable (only around 60%). This might be the result
of some specificities: (1) limited correlation levels between variables; (2) the dependent variable can
take four possible values (fire (building fires), infrastructure (floods and falls), industrial-technological
(gas leaks and suspicious situations), and accident (with equipment or with elevators)), which is more
demanding in terms of prediction than if it was a binary variable; and (3) limited volume of data
(slightly above 6300 entries).

6. Discussion

The different analyses showed that the management of the emergency resources of the city
(vehicles and persons) is a challenge. Fires and industrial-technological incidents, by their nature,
are the most difficult to predict but are also the ones that require the most resources, both in terms
of vehicles and in terms of persons. The randomness of the location would be an additional layer of
difficulty. However, it was possible to perceive where (the zones of the city) these incidents occur the
most, therefore providing the critical incident managers with the possibility to locate these resources
in advance for a more timely response. The reduction in response time allows for limiting of the
expansion of the incident, which in turn reduces the cascading effects of these incidents.

Downtown Lisbon emerges as the most critical area of the city. Although other areas of the city
also require preparedness, this area has older and more fragile buildings, i.e., the buildings more
exposed to risk. Taskforces should be prepared at all times for interventions, with appropriate vehicles
and trained personnel.

Using Random Forest algorithms with variables replaced by the values will allow the risk
management department to be better prepared to respond to incidents in the city.

From spatial visualization analytics, this is useful information to allocate intervention teams for
big catastrophes and place material near critical areas.

With this study we can conclude that a big part of the occurrences is largely concentrated in the
city center, the zone of Benfica also being one of the foci. The most common occurrence is technological
and industrial incidents, taking place equally all year, except during December. Occurrences related
to fire happen mainly during the summer, December, and January, where we believe the reason for
having a more significant number of fires in these latter two months is the presence of fireplaces and
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fire pits. It is part of our knowledge that infrastructure-type occurrences tend to occur when there is
more precipitation, having a reduction in these occurrences during the summer.

Occurrences of the accident type tend to occur in the areas with worse conservation levels, and a
lower average age of buildings, which we believe is one of the reasons for the presence of lifts in these
newer buildings.

Historical data about incidents have considerable potential as data show patterns, allow predictions,
and highlight the city’s recurrent problems. The study of these data allows better future city planning
and data integration among different systems and creates an important tendency, allowing this
information to be used for future problems. By being able to respond in a more adjusted way to an
incident, it might reduce the consequences of that incident and prevent a cascading effect on other
subsystems of the city. Data mining can be used for incident management, and it is important to
identify spatial and temporal patterns to manage these incidents in the city context.

Visualizing these data using a visualization process allows identification of the city’s patterns and
is an important tool for city incident management. The prediction process allows for better planning
and improves the response time of intervention teams.

This research was based on a single city, and the specific conclusions are adjusted solely to the
city of Lisbon. Nonetheless, the overall process can be replicated for other cities and adjusted to their
specific characteristics. Future research should be conducted on this replication.

7. Conclusions

Smart Cities are definitely enriched by big data technologies, and data-driven methods are
fundamental in this context to extract patterns for more informed decision-making. This paper
aimed to discuss how the new data-driven smart city can be applied using Python in a CRISP-DM
approach. Additionally, the predictive process can play an important role in city management because
of the distribution of intervention forces. Accuracy of this prediction process will increased on data
volume availability.

With data collection and the use of data in the Smart Cities strategy, there are many problems
and opportunities. Nevertheless, many problems and complexities exist for municipalities to fix as
smart city programs linked to data are introduced. The research explored the complexities of data
collection and data usage in the approach to smart cities, with a systematic framework addressing key
topics such as privacy law, data ethics, cybersecurity, data infrastructure (data sovereignty and data
ownership), and municipal resources.

Nevertheless, the effective implementation and management of big data technology involve
a holistic perspective in order to be able to recognize and handle discrepancies and disputes,
as well as to harness synergies in functionality, ownership, access, and governance between various
technical components.

As the consequences of data collection and data use in the approach to smart cities are complex,
the process of design and implementation should be carefully considered at each step of the way.
In this study, we show an implementation process through a CRISP-DM process.

The execution of Smart City projects should not be hurried due to issues that will arise if smart
city projects related to data are not properly planned. The problems of data collecting and data use in
the smart cities approach seem scary, but at the same time, they bring an amount of excitement to the
possibilities municipalities can achieve with their people.

Another conclusion of the present work is that these systems to report incidents need to involve
more people in the city, with improved interfaces, using social networks to add data to the prediction
process because, in most cases, the collected data are not sufficient for the prediction process.
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