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Abstract: The process of protecting sensitive data is continually growing and becoming increasingly
important, especially as a result of the directives and laws imposed by the European Union. The effort
to create automatic systems is continuous, but, in most cases, the processes behind them are still
manual or semi-automatic. In this work, we have developed a component that can extract and
classify sensitive data, from unstructured text information in European Portuguese. The objective
was to create a system that allows organizations to understand their data and comply with legal and
security purposes. We studied a hybrid approach to the problem of Named Entity Recognition for the
Portuguese language. This approach combines several techniques such as rule-based/lexical-based
models, machine learning algorithms, and neural networks. The rule-based and lexical-based
approaches were used only for a set of specific classes. For the remaining classes of entities, two
statistical models were tested—Conditional Random Fields and Random Forest and, finally, a
Bidirectional-LSTM approach as experimented. Regarding the statistical models, we realized that
Conditional Random Fields is the one that can obtain the best results, with a f1-score of 65.50%.
With the Bi-LSTM approach, we have achieved a result of 83.01%. The corpora used for training and
testing were HAREM Golden Collection, SIGARRA News Corpus, and DataSense NER Corpus.

Keywords: sensitive data; general data protection regulation; natural language processing; Portuguese
language; named entity recognition

1. Introduction

The amount of sensitive information available on the web, as well as in companies and other
industries is growing, which consequently urges for a thriving need to filter and process information,
so that it can be used for specific purposes and to be able to protect sensitive information and personal
data. The vast majority of existing textual data is unstructured, requiring even more processing efforts
to extract reliable information [1]. The emergence of obligations for processing unstructured data has
been increasing the focus on the advancement of Named Entity Recognition (NER) [2]. However, for
languages with fewer resources, such as the Portuguese language, it is still a challenge and the results
are still quite inferior when compared to English, for example. This work strives to evaluate these
problems focusing on the research, implementation, and evaluation of NER systems for Portuguese,
focusing on Sensitive and Personal Data, with the intent to build a reliable solution that can be used by
organizations in a real scenario.

The proposed work aims to transform many of the processes that can be carried out manually
and with high cost into automatic processes that can carry out efficiently. It allows organizations to
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have confidence in the security of their data and comply with protocols and regulations imposed, as
is the case of the General Data Protection Regulation (GDPR) [3]. The main feature of this work is
the development of a module based on NLP techniques, focused on named entity recognition for the
sensitive data covered by GDPR in unstructured textual documents.

The process of recognizing sensitive data is still a task that is often carried out manually, respecting
certain rules, which implies additional time spent and higher chance for errors and failures. Due
to this, there has been a great advance in the application of NLP tasks in the real world. However,
despite the advances and the encouraging progress in NER, most of the real systems developed base
their classification on the document’s metadata instead of classifying the content [4]. If we manage to
overcome these limitations, the practical applications in other projects besides DataSense would be
countless, and to several markets.

The NER Component required the development of a system of sensitive information discovery
in text documents. The set of textual information to be processed by the component consists of legal
documents, contracts, curricula, minutes, etc. For this reason, this work focused on the study of
the NER task for sensitive data, as well as in all involving natural language processing tasks, more
specifically in text preprocessing techniques, such as Part-of-Speech Tagging. With this study, we
have achieved results that allow us to integrate the developed work and the NER Component into a
real-world product, the DataSense Project.

2. Named Entity Recognition

The discovery of Sensitive Data or Personal Information follows different approaches, depending
on the challenge and its final goal. Thus, different approaches have emerged to deal with the
automatic discovery of sensitive data and information extraction [5]. This detection and classification,
in the context of unstructured text information data, is performed using Natural Language Processing
techniques, more specifically Named Entity Recognition [6,7]. Named Entity Recognition is a subtask of
the Information Extraction (IE) task, in the context of Natural Language Processing (NLP). The purpose
of NER is to enable the identification and classification of entities in unstructured text according to a
set of predefined categories. Different NLP techniques are applied, which consist of identifying the
keywords present in the text and classifying them. The NER task may follow different approaches and
also have a very broad set of entity categories. The first approaches appeared in MUC-6 [8], one of the
first conferences to introduce the NER task, with the categories: People, places, organizations, time,
and numerical expressions. Ever since, this set of categories has been the most common, even though
other categories emerged.

Considering existing work, we can see a clear division in the techniques used for NER tasks.
The main methods for extracting entities are: Hand-coded techniques and machine learning techniques.
Named entity extraction methods based on hand-coded techniques can follow two distinct approaches:
Methods based on rules or grammatical patterns and methods based on dictionaries or lexicons. These
techniques can obtain good results with no training data [9]. Rule-based methods using grammar
rules were the first attempts at solving the NER problem [10]. The biggest disadvantage of ruled-based
approaches is that they require a great deal of experience and grammatical knowledge of both the
language and the domain. They are also extremely difficult to adapt outside of their scope, and it is
hard and expensive to maintain them over time. Another hand-coded technique, also widely used for
entity recognition, is the use of dictionaries or word lexicons. These are dependent on previously built
knowledge bases in order to extract entities [11]. This knowledge base is usually called gazetteer [12],
and its use consists of comparing the words in the text with this gazetteer to find matches. Many of the
NER approaches that use a knowledge base resort to Wikipedia [11]. Others use simple stemming
and lemmatization techniques to extract more than just exact match words. The use of gazetteers
or lexicons is a simple approach to the NER task, however, as previously mentioned, it is always
completely dependent on the existence of a previous knowledge base for all entity categories.
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After the initial use of hand-coded techniques, by needing to achieve better results, new studies
have emerged based on Machine Learning. Supervised learning approaches were first developed by
adopting Hidden Markov Models (HMM) [13], as well as Conditional Random Fields (CRF) [14] to
train a sequential entity recognizer, both using previously annotated data. The most used are HMM,
Maximum Entropy Models, CRF, and some more distinct approaches were that based on Decision Trees
models, more specifically Random Forest Models. Recently, approaches based on Deep Learning have
emerged, specifically Recurrent Neural Networks (RNN) [15]. These approaches have been consistently
growing in the past few years, but the most used model and the one that produces better results is the
Long Short-Term Memory (LSTM) or variants of it, such as Bidirectional-LSTM [15]. For Portuguese,
the use of LSTM also allowed for better results. In the case of HAREM corpus with an LSTM approach,
it is possible to see works with F1-score results close to 80% [16], but far behind the results achieved for
the English, that exceed the 92% [17]. This difference in the results for the NER task is quite visible and
the existing work for the Portuguese language has much lower results than other languages, which is
expected when considering the negative difference in quantity and quality of the available corpora
and resources for Portuguese. The same is true for the existing systems, the number of systems for
sensitive data discovery developed in the field of NER has increased considerably in recent years [5],
but not for Portuguese. The vast majority of systems focus on news and in simple categories rather
than sensitive data. In addition, almost all existing systems process Brazilian Portuguese and not
European Portuguese [18]. To stand by this statement, we have searched the scientific database Scopus
for systems using NER. Out of the 3029 results, only 68 were related to the European Portuguese and
the vast majority were focused on English. Further specifying our search query, through a subquery
related to the Portuguese language, only 30 documents were significantly related to this language,
while another supplementary query to filter only documents mentioning sensitive data, narrowed the
results to two. It is worth mentioning that none of these two articles ended up being directly related to
applying NER to sensitive European Portuguese data.

3. NER Component

In order to not have a closed environment, a modular architecture was adopted for the
development of the NER Component, following a specific processing chain (Figure 1). This architecture
allows the different modules that belong to the chain to be configurable and instantiated several
times independently.
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The input of the component consists of text, exclusively in Portuguese, which has previously been
treated at the level of images and tables that could be present in a document. Given the input text,
the main goal is the Recognition and Classification of sensitive data, considering its class (Personal
Identification Number, Socio-Economic Information, etc.). This is done by following the processing
chain and all the techniques presented above. The three main steps presented— Preprocessing, Named
Entity Recognition, and Postprocessing—consist of the tasks that are divided into modules. Each one
of these modules is concerned with solving a specific problem to reach the output text.

3.1. Preprocessing Module

The Preprocessing Module is the first element in the chain. It is responsible for preprocessing and
treating the input data, performing a set of preprocessing tasks so that the text can serve as input to the
next module. Preprocessing is one of the most important tasks of Natural Language Processing (NLP)
and Information Retrieval (IR) studies [19]. Applying this set of techniques to the text means giving it
another format so that it can be analyzed, and digested by an algorithm. In this case, the preprocessing
module is divided into three parts that are invariably and consecutively executed.

• Segmentation: So that each sentence is processed individually without depending on the context
of the previous one. We start by dividing the entire text into sentences by the end of sentence
punctuation marks: Period (.), question mark (?), exclamation (!), and suspension points (...).

• Tokenization: Is performed second on the module chain. This component divides the text in
n-grams, words, or sets of words. The number of n-grams can also be parameterized, and this
tokenization consists of representing the text as a vector of individual or sets of words. Regarding
our approach, some decisions have been made in terms of punctuation, which consist of separating
all the nonalphanumeric characters from the words. All punctuation marks except the hyphen (-),
the at (@), and the slash (/) are separated by a blank space from all alphanumeric characters in
the text. By default, the parameterization used in the processing chain consists of the division
into unigrams.

• Morphosyntactic Analysis: After tokenization, we perform the morphosyntactic analysis of all
separate text in unigrams. The text is analyzed and classified with Part-of-Speech Tagging using
different techniques and tools. The task of Part-of-Speech (POS) Tagging consists of analyzing
and tagging all the words in the text at the syntactic level. After studying the state-of-the-art,
three different implementations were tested and analyzed to select the best to integrate into the
NER Component. In the first and second experiments, we used the POS tagging model of the
NLTK library. While in the first experiment the model was being applied directly, in the second
one we retrained the model with Floresta Sintáctica Corpus [20]. In the third experiment, we used
the SpaCy library POS model. After testing, we concluded that the model with the best behavior
was the last one, which consists of an implementation based on statistical models and the use
of multitask CNN [21]. It achieved an accuracy of 86.4% for the transformed Floresta Sintáctica
corpus. Therefore, this is the default model used in the NER Component.

3.2. Named Entity Recognition Module

As we can see in Figure 1, the Named Entity Recognition Module is the second module in the
NER component chain. The input of this module consists of the output of the Preprocessing Module,
and the output of this module must be the input text annotated in the CoNLL format [22].

It is in the NER module that the models and systems for recognition of sensitive data are
implemented. The result produced by this module is the text classified with its respective classes.
The classes of entities to recognize in this module were defined accordingly to the sensitive data present
in the DataSense project. In this module, we use the division into categories: Personal Identification
Number, Socio-Economic Information, etc. Table 1 shows the set of classes of entities considered in this
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work, in the column Entities Classes is represented as the name of each of the entities for this work,
and in the third column the sensitive data are covered in each class of entity.

Table 1. Classes of entities considered in this work.

Categories Entities Classes Sensitive Data Included

NumIdentificacaoCivil Identification Number
IdentificacaoBancaria Bank Identification Number
NumCartaoDeCredito Credit Card Number

Personal NumIdentificacaoFiscal Tax Identification Number
Identification NumPassaport Passport Number

Number NumSegSocial Social Security Number
NumUtenteDeSaude National Health Number
ContactoTelefonico Telephone Number

NumCartaConducao Driving License Number

Pessoa Person Names
Local Addresses, Locals

Socio-Economic Organizacao Organizations
Information Tempo Dates

Valor Values, Ordered values
Med Medical data

Profissao Jobs, Professions

Other CodigoPostal Postal Code
EnderecoEletronico E-mail address

The recognition of named entities is based on three different submodules: Rule-Based Models,
Lexicon-Based Models, and Machine Learning Models.

1. Rule-Based Models: Several Information Extraction and Named Entity Recognition approaches
are based on rules. This first component of the NER Module implements different rule-based
models to discover some of the entity classes. The entity classes that are discovered at this stage
of the component chain are all associated with sensitive data related to the Personal Identification
Numbers category, including postal codes, email addresses, and some date formats. In addition
to these rules there is, in some cases, an extra validation. This validation is performed on all
personal numbers in which there is a control validation, check digit, or checksum. It allows us
to disambiguate and have a greater certainty of cases such as the telephone number and the
tax identification number, both containing nine digits. For the telephone number, for example,
a set of rules and also a set of context words were created. The regex used for the extraction
of this entity was: 9[1236][0-9]{7}|2[1-9]{1}[0-9]{7}|1[0-9]{2,3}, while the list of context words for
it was: Contacto, contato, telemovel, telefonico, telefónico, contactar, fax. It consists of a set
of Portuguese words that usually appear in documents related to telephone contacts. Another
feature of this implementation is the context, which has been added to the model in order to solve
errors in some of the data types, mainly those of the Personal Identification Number category.
The context consists of a specific word or set of words for each class of entity that must exist in
the text in order to confirm the result achieved with the rules.

2. Lexicon-Based Models: Is the second component in the processing chain. This approach was
chosen due to the lack of Portuguese corpus classified for the task of Named Entity Recognition
and the good results often achieved with this type of approaches [23]. These lexicon-based
models combine the results of morphological analysis, a set of lexicons, and techniques of
stemming and lemmatization. The goal is the recognition of the entity classes: PESSOA,
LOCAL, PROFISSAO, MED, VALOR, and TEMPO. For each entity, we used different lexicons
with their own specific characteristics. This type of implementation consists of comparing
the tokens present in the text with the lexicon, and understanding if they correspond to the
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same entity. The first entity class is PESSOA, which corresponds to the names of people.
For this implementation two different lexicons were used in order to catch both female and male
names, and these lexicons can be obtained from the Public Administration Data Portal (https:
//dados.gov.pt/pt/datasets/nomesfeminino). The LOCAL entity follows the same implementation
used for the names above, as two lexicons were also used in this case, and each entry may
correspond to more than one word, as is the case of ‘United Kingdom’. The first lexicon, with
more than 18,000 entries corresponds to the set of all Portuguese cities, municipalities, and
parishes, available in Gov Data (https://dados.gov.pt/pt/datasets). For the entities PROFISSAO
and MED we have also used the comparison with lexicons, but using a different approach.
The two lexicons are from Wikipedia (https://pt.wikipedia.org) information. The entity VALOR
should extract all existing values from the text, which may correspond to the value of a contract,
a fine, etc. In this type of entity, the value can be written both numerically and in full, and to
cover both cases, we used Part-Of-Speech (POS) Tagging classification. For the words or symbols
that come associated with the values, besides the use of the tag ‘SYM’ of POS Tagging, a lexicon
has been created with the most relevant words that should be considered. This lexicon consists
of words such as ‘dollar’, ‘euro’, ‘millions’, etc. The last entity implemented was TEMPO, and
to be able to deal with it, a lexicon was created with all the months in Portuguese and English,
as well as their abbreviated forms. Some of these entities were also implemented with Machine
Learning models, with the goal of understanding how to achieve the best results for each class of
sensitive data.

3. Machine Learning Models: Is the last subcomponent on the chain of the NER module. We
conclude from the current state-of-the-art analysis that for the most ambiguous entities and for
those in which there are no well-defined rules, the best results are achieved through machine
learning methods and, out of these, the most recent approaches are based on the study of neural
networks. In the next section, we present the Machine Learning approaches for NER used in this
work. These approaches were carried out for a smaller set of entities: PESSOA, LOCAL, TEMPO,
VALOR, and ORGANIZACAO; For these entities and in this experiment, we had two different
approaches:

• We implemented the two statistical models most commonly used in the tasks of Named
Entity Recognition, Conditional Random Field, and Random Forest;

• We studied a neural network approach, in which a Bidirectional-LSTM was chosen
for the different approaches implemented, and the used corpora were HAREM golden
Collection [24] and SIGARRA News Corpus [25].

3.2.1. Statistical Models

NER approaches with statistical models typically require a large amount of training data, and
these have not been used as much to avoid the overwhelming annotation effort [26,27]. Since we only
have two not very extensive corpora, this difficulty can be overcome. The models chosen for this
approach were a Conditional Random Fields Model (CRF) and a Random Forest Model (RF).

Conditional Random Fields: The CRF model implemented in this work is based on the
implementation of Korobov M. and Lopuhin K., for the corpus CoNLL2002, available at GitHub
(https://github.com/TeamHG-Memex/eli5/blob/master/notebooks/sklearn-crfsuite.ipynb), as well as
the implementation of the NERP-CRF system [28]. The tasks performed to define and extract features
were based on the work of McCallum A. and Li W. [29].

The implemented model is a nondirectional graphical model used to calculate the conditional
probability of the output nodes’ values based on the values assigned to the corresponding input
nodes. This model makes a first-order Markov independence assumption, so it can be understood
as a conditionally trained finite state machine. The model has x = (x1, . . . , xm) as input sequence,
where x represents the set of ordered words belonging to a sentence. We have y = (y1, . . . , ym) as the

https://dados.gov.pt/pt/datasets/nomesfeminino
https://dados.gov.pt/pt/datasets/nomesfeminino
https://dados.gov.pt/pt/datasets
https://pt.wikipedia.org
https://github.com/TeamHG-Memex/eli5/blob/master/notebooks/sklearn-crfsuite.ipynb
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output sequence states that corresponds to the classes of named entities, where y is a set of Finite State
Machines (FSM) corresponding to entity classes that match x. We model the conditional probability
through p(y1, . . . , ym|x1, . . . , xm). CRFs define a conditional probability of an output state given an
input sequence, by the Hammersley-Clifford theorem [30]:

PΛ(y|x) =
1

Zx
exp(

M∑
m=1

∑
k

λk fk(ym − 1, ym, x, m)) (1)

where Zx is a normalization factor for all state sequences, λk is a learned weight for each feature
function, and fk(ym−1, ym, x, m) is an arbitrary feature function over its arguments. The feature function
has been set to have a value of 0 in most cases and to have a value of 1 if ym−1 is the state 1, where 0
corresponds to the tag ’O’ and 1 corresponds to the tag ’PERSON’. The feature function can access the
entire input sequence, including queries on previous and next words, so fk(·) can range between–α . . .
+α. The features, fk, are based on the set of features used. In this implementation, the POS tags can be
seen as pre-extracted features, but more features were extracted, such as:

• Parts of words through stemming;
• Simplified POS tags;
• Confirmation of capital letters, lower case letters, titles, and digits;
• Resources from nearby words.

To consider the effect of adding a new feature, a new sequence template is defined with an
additional feature, g, with weight µ.

PΛ + g,µ(y|x) =
PΛ(y|x) exp (

∑M
m−1 µg(ym − 1, ym, x, m))

Zx(Λ, g,µ)
(2)

By converting the corpus to a dictionary list format, with the tokens and all associated features,
we were able to train and test the CRF.

Random Forest: The second statistical model implemented in this work, Random Forest model
is a machine learning algorithm that works through decision trees. The model is trained to create a
group of decision trees with a random subset of the data. The implementation carried out follows
the implementation of Shoumik available at Kaggle (https://www.kaggle.com/shoumikgoswami/ner-
using-random-forest-and-crf) and the approach of feature extraction of Jin N. [31]. In terms of features,
we tried to bring the model as close as possible to the previous one, in order to compare them.
The implemented model is a simple tree-based classification model, that consists of a large number of
deep trees, where each tree is trained using a random selection of features [32], so as to gain a complete
understanding of the decision-making process. Each tree takes a path (or paths) from the tree root to
the leaf, consisting of a series of decisions, held by a particular feature, each of which contributes to the
final predictions. In this case, the model with M leaves divides the feature space into M regions, Rm, 1
≤ m ≤M. Additionally, the tree prediction function is then defined by:

f (x) =
M∑

m=1

cmI(x, Rm) (3)

where M is the number of leaves in the tree, Rm is a region in the space of the features corresponding to
leaf m, cm is a constant corresponding to region m, and finally I is the indicator function. The indicator
function returns to 1 if xεRm and 0 if not. The value of cm is determined in the training phase of the tree
and Rm represents the extracted features, which correspond to the same features in the previous model.

Before training the Random Forest model, we converted the data into a simple feature vector for
each word. That is, each vector consists of the word and the set of features used in this model.

https://www.kaggle.com/shoumikgoswami/ner-using-random-forest-and-crf
https://www.kaggle.com/shoumikgoswami/ner-using-random-forest-and-crf
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3.2.2. Neural Network Model

After the literature review, we noticed that the most used approaches, and also the ones that
produce better results, have been using LSTM (Long Short-Term Memory) [33].

For this experiment, the SOTA algorithm [34] was implemented following the approach of Chiu J.
and Nichols E. [17]. The implementation is based on a Bidirectional-LSTM (Bi-LSTM) [35], and it also
uses a Convolutional Neural Network (CNN) to identify character-level patterns. The LSTM cells are
the building block of Recurrent Neural Networks (RNNs). While plain LSTM cells in a feedforward
neural network process text from left to right, Bi-LSTMs also consider the opposite direction, which
allows the model to discover more patterns. In this case, the model not only considers the sequence of
tokens after a token of interest but also before the token of interest.

For this implementation, an embedding representation was used for each word. All words were
mapped to vectors through the embeddings provided by fastText [36]. This means that all words and
characters were mapped to real numbers that the neural network can work with. All words, except the
already removed stopwords, were mapped using the pretrained Portuguese dictionary of fastText.
At the model architecture level, the Bi-LSTM layer forms the core of the network and is composed of
three entries:

• Character-level patterns are identified by a convolutional neural network;
• Word-level input from fastText embeddings;
• Casing input (whether words are lower case, upper case, etc.).

After training the model, the softmax activation layer generates the final outputs.

3.3. Postprocessing Module

Postprocessing is the last module of the Named Entity Recognition component chain (Figure 1).
This module is meant to treat the results achieved from the previous NER modules and return the
text (output), and the entities found with the desired format to the user. It allows the user to choose
to view the result in five different ways, since there are different types of outputs that can be shown,
depending on their preference.

4. Experiments and Results

As we saw before, different methodologies were applied to the NER task: Ruled-Based Models,
Lexicon-Based Models, and Machine Learning Models. However, all experiments and tests performed
were carried out on a single machine, using Python Language. As a consequence of not having
any corpus for evaluation that contains all the classes of entities that were worked on in this work,
the different techniques were used for different classes of entities. The datasets are crucial for the
success of any Machine Learning work, but the NER task for the Portuguese language presents several
problems due to the lack of training and testing datasets. The only freely available Portuguese dataset
annotated with classes of entities was the one developed for the HAREM events [24]. One other
Portuguese dataset is the SIGARRA News Corpus, annotated for named entities, consisting of a
set of 905 news manually annotated (https://hdl.handle.net/10216/106094), which was taken from
the SIGARRA information system at the University of Porto (https://sigarra.up.pt). From these two
datasets, none presents all the classes of entities used in this work, and mainly in the two corpora,
neither of them respects its context, seeing that the majority of the documents were either News or
Web pages’ text. For this reason, one of the key aspects of this work was the construction of the test
corpus, the DataSense NER Corpus. This corpus was built with the aim of understanding the results
obtained when applied to the real context of the DataSense Project.

All classes discovered through Rule-Based models, as well as the Profissao (Job) and Med
(Medical data) classes can only be evaluated by the DataSense NER Corpus. The class Valor (Value),
which is present in both Lexicon-Based and Machine Learning methods used, was only trained with

https://hdl.handle.net/10216/106094
https://sigarra.up.pt
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and analyzed on the corpus HAREM, since the corpus SIGARRA does not have this entity class
annotated. All other classes of entities could be evaluated with both the HAREM and SIGARRA
corpora, which allowed for a comparison between the results obtained. The evaluation of the task of
Named Entity Recognition is based on the metrics: Precision, recall, and f1-score. Table 2 shows the
results of all the tests performed, while the experiments and results are detailed individually in the
following subsections.

Table 2. Models results.

Model Metrics HAREM Golden Collection SIGARRA News Corpus

Lexicon-Based
Precision 71.00% 51.32%

Recall 55.60% 74.10%
F1-score 62.36% 60.64%

Conditional Random Fields
Precision 63.48% 73.60%

Recall 44.35% 59.01%
F1-score 52.21% 65.50%

Random Forest
Precision 49.87% 65.8%

Recall 36.12% 50.1%
F1-score 41.89% 56.89%

Bidirectional LSTM
Precision - 81.13%

Recall - 75.61%
F1-score - 78.27%

4.1. Lexicon-Based Models Evaluation

The recognition of Named Entities (NE) based on lexicons was one of the methods used in
this work, mainly for the classes of entities for which there is no annotated corpus. However, since
these experiments were also performed with lexicons for the classes Pessoa (Person), Local, Tempo
(Time), and Valor (Value), they were evaluated using the corpus HAREM and SIGARRA. In this case,
the totality of the two corpora were used for the evaluation. The obtained results are represented in
the first row of Table 2.

We cannot draw proper conclusions, as there is no explicit difference between the two corpora.
However, analyzing detailed f1-score results for each class of entities, allows us to conclude that the
classes of entities PESSOA and LOCAL cannot be used to achieve satisfactory results. This is due to the
inexistence of many names and places in the lexicons used, as well as the fact that there is a great deal
of confusion between the two entities. Comparing the results obtained to other works with the same
lexicon-based approach and with the same corpus, we can draw some conclusions. For the HAREM
Golden Collection [24], the results obtained for class entities PESSOA and LOCAL are very close to
those obtained with the REMMA system [37], but when comparing the same system for TEMPO and
VALOR classes [24], we get results with an f1-score 20% higher on average. Another system with
a similar approach that used the same corpus is Rembrandt [38], this system got its results for the
TEMPO class with an f1-score of 33.07%, much lower than ours. For the remaining classes of entities,
the results are similar, except for the PESSOA class where the Rembrandt system achieves results
of 47.40%, slightly higher than ours. In terms of the use of lexicon-based approaches, we were able
to outperform the existing state-of-the-art results for the class TEMPO, maintaining the results for
the remaining classes of entities. For the SIGARRA corpus, there is only one work [38], presenting a
proposal based on NER tools, which in this case achieves higher average results than those obtained
with lexical-based methodologies.

4.2. Statistical Models Evaluation

The corpus HAREM and SIGARRA were used, in this case for the training and testing of both
models. To perform the evaluation, we used 5-fold cross-validation as an input parameter for the
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classifier, that is, we divided the corpus into five subsets, and the model was trained and tested on
them. In the second and third rows of Table 2 we can see the results of our statistical models.

By analyzing the results, we concluded that the results obtained for the HAREM Golden Collection
corpus are lower and that this corpus is not enough to train a model and have satisfactory results. Still,
we conclude that the Conditional Random Fields model achieves better results when compared to the
Random Forest Model. The results obtained with the CRF model and the HAREM Golden Collection
were compared to the results of two NER systems, which conducted experiments under the same
conditions of this study. The first NERP-CRF system [39] obtained lower results but using the total set
of categories available in the corpus. The results of f1-score were 51.57%, 5% lower than the results we
obtained in this experiment. Another system that uses the same CRF model is the CRF+LG [40], this
system with the use of the CRF model obtained results of 65.33%, higher than the results we obtained.
This is due to the use of gazetteers that support the model classification. On the other hand, when
comparing the results obtained by both models with the same CRF and Random Forest models applied
to the English language, the results obtained with the corpora HAREM and SIGARRA have an f1-score
10% lower on average [41].

4.3. Neural Network Model Evaluation

The final experiment was the implementation of a Bi-LSTM. This model, unlike the others, was
trained and tested only with the SIGARRA News Corpus, this is due to the insufficient number of
samples in the other corpus to train the model. The corpus was previously divided into three sets:
Training, development, and testing. The embed function that creates word-level embeddings was used
to generate an embedding representation for each word of the text. The parameters used for training
the model were: 80 epochs, 0.68 dropouts, 275 LSTM state size, and three convolutional widths. After
training the model and generating the final outputs through the softmax layer, in IOB tagging format,
it was possible to perform the evaluation of the model presented in the last row of Table 2.

We can see that the results obtained by this model are higher than those obtained by the statistical
models. This model obtained an f1-score of 78.25%, about 13% higher compared to the best statistical
model implemented, for the same corpus. In an attempt to compare the state-of-the-art models
to the current one tested, we did not find an approach for the same corpus, but we were able to
understand that the same Bi-LSTM model applied to the English language has results 12% higher
on average [16], [17]. A similar approach with an LSMT-CRF model [16], for a corpus in Portuguese,
presents f1-score results of 76.03%, lower than the 78.27% we achieved with this model. By analyzing
similar models and improving results with the statistical models tested, we were able to understand
that with a larger corpus the results with this type of model greatly improve [17].

Finally, it is possible to see, for each corpus tested, the comparison results by entity class for
each approach. The results achieved with the SIGARRA News Corpus were significantly better in all
experiments than the results achieved with the HAREM Golden Collection. This was due to the fact
that the SIGARRA corpus is larger than the HAREM, which improves the training process. In addition,
the SIGARRA News Corpus contains many documents with the same structure, making it easier
to learn.

In Table 3, we can see the average of the results for each entity class in each model. The best results
achieved for each class are represented in bold on the table, and we can see that the best results for the
entities TEMPO and VALOR were achieved with the Lexicon-based models and, for the remaining
entities, the best results were achieved by the Bi-LSTM model.
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Table 3. Evaluation results by entity class by model.

Entity Class Lexicon-Based Model CRF Model RF Model Bi-LSTM Model

TEMPO 91.7% 65.9% 75.2% 71.27%

VALOR 62.8% 34.6% 18.6% -

PESSOA 39.5% 69.4% 60.2% 80.78%

LOCAL 51.9% 77.5% 58.4% 80%

ORGANIZACAO - 47.1% 34.1% 80.5%

4.4. Named Entity Recognition Component Validation

The last evaluation performed for this work consisted of the validation of the Named Entity
Recognition Component development. Its main goal was to assess both the performance of the NER
component and the quality of the recognition of sensitive entities. For this evaluation we used the
DataSense NER Corpus, previously annotated. Before performing the evaluation tests, there was
a set of decisions that were made in order to understand which models would be part of the NER
Component. For the Named Entity Recognition Module, and considering the results of f1-score and
performance for each of the tests, a set of different tasks was chosen in order to cover all classes of
entities required for the DataSense Project and the best results for each entity. In Table 4, we can see the
named entity recognition methods chosen for each class of entities.

Table 4. Method of Named Entity Recognition (NER) used by a class of entity for NER Component.

Entity Classes Used Models

Personal Identifications Numbers
Rule-Based ModelsCodigoPostal

EnderecoElectronico

Profissao

Lexicon-Based Models
Med

Tempo
Valor

Pessoa
Machine Learning Models (Bi-LSTM)Local

Organizacao

The evaluation of DataSense Ner Corpus was performed with this set of models. Its results are
presented in Table 5.

Table 5. DataSense NER Corpus evaluation results.

Metrics Results

Precision 87.60%
Recall 79.02%

F1-score 83.01%

The NER Component had an f1-score of 83.01% in the DataSense NER Corpus and took 1716 s
to complete the processing of all 78 documents. In Figure 2, we can see the detailed analysis of the
f1-score results for each class of entities.
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From the Figure 2, we can conclude that there are some classes, such as Profissao (Job) and Med
(Medical data), which have much lower results when compared to the other classes, because these two
classes have been implemented with lexicon-based models and these lexicons are very small and very
lacking in these two entities. However, in general, all classes presented good results.

5. Conclusions

The main goal of this work was to develop a functional prototype of Named Entity Recognition for
the Portuguese language. The focus of the developed prototype was the recognition of sensitive data in
unstructured texts, according to all categories covered by GDPR. This prototype was validated, under
the Portugal 2020 DataSense Project, through the tests of efficiency and performance. This validation
was carried out with the project stakeholders, achieving an f1-score of 83.01% in the NER task.

The work was developed using a hybrid approach, and several experiments were done in order
to achieve the best results for each entity class. A rule-based model and morphological analysis were
implemented, achieving the best results for entities with well-defined formats and that follow strict
rules. Models based on lexicons were also implemented for a reduced set of entities, achieving an
f1-score result of 62.36% for HAREM and 60.64% for SIGARRA. Although the global results when
using lexicon-based models are lower than the current state-of-the-art, for TEMPO and VALOR entities
the results were higher than those achieved with other methodologies, and they were a way of solving
the PROFISSAO and MED entities for which there was no labelled data in Portuguese, but were
necessary for the proposed prototype. These two approaches have, however, some limitations. They
are restricted only to a fixed set of entities and well-defined rules. They are, nevertheless, the ones
that have achieved the best results and a greater confidence in the results obtained. For the remaining
classes of entities, different experiments were carried out, including the implementation of statistical
machine learning models and the implementation of a Bidirectional-LSTM neural network. The two
statistical models—CRF and RF—allowed us to conclude that the first one achieved better results
than the second. With these two models, we were also able to understand that the HAREM corpus is
not enough for training more complex models, due to its size and the reduced number of annotated
entities. Finally, the third implemented model was the Bidirectional-LSTM, and ended up obtaining the
best f1-score results in NER and thus, was used in the prototype. The use of different methodologies
covered all sets of entities that represent sensitive data. We also conclude that it is possible for the
Portuguese language to have valid results for named entities recognition tasks, and it can be used in
real scenarios with a remarkable value in the Portuguese market.
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