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Abstract—Reduced-complexity implementations are critical for massive MIMO (Multiple Input, Multiple Output) systems. In this paper we consider the uplink transmission of wireless systems employing SC-FDE (Single-Carrier with Frequency-Domain Equalization) schemes, where multiple users transmit to a single base station with a large number of antennas. We propose low-complexity frequency-domain detection schemes that allow excellent performance, but do not require matrix inversions.
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I. INTRODUCTION

Future 5G systems are expected to provide a huge increase in the user bit rate and overall system spectral efficiency when compared with current systems [1], [2]. MIMO (Multiple Input, Multiple Output) techniques allow multiple data in the same physical channel, which leads to significant gains in the system’s spectral efficiency (in theory, upper-bonded by the minimum between the number of transmit and receive antennas, although in practical implementations it can be lower due to correlations between antennas) [3], [4].

Massive MIMO systems push the MIMO concept even further, involving tens or even hundreds of antennas, and allowing huge capacity gains. Therefore, massive MIMO schemes are expected to be central elements of the future 5G systems. However, the implementation complexity can be prohibitively high, namely in terms of signal processing requirements. Therefore, massive MIMO cannot be regarded simply as a scaled version of conventional MIMO schemes. In fact, it is desirable to have massive MIMO schemes with low complexity implementations [5], [6].

The multipath propagation effects set additional difficulties for broadband systems, since the channel becomes severely time-dispersive. SC-FDE (Single-Carrier with Frequency-Domain Equalization) is recognized as a promising technique for the uplink transmission since the frequency-domain receiver implementation makes it suitable for severely time-dispersive channels and the transmitted signals have much lower envelope fluctuations than OFDM (Orthogonal Frequency Division Multiplexing) signals, allowing an efficient power amplification [7], [8]. Iterative frequency-domain receivers such as the IB-DFE (Iterative Block Decision-Feedback Equalizer) [9], [10], [11] allow further performance improvements, which can be close to the MFB (Matched Filter Bound) [12]. These techniques were already shown to allow excellent performance in MIMO systems [11]. However, the complexity associated to conventional MIMO FDE receivers in general and IB-DFE receivers in particular can be very high for large MIMO systems. This is mainly due to the need to invert large matrices.

In this paper we consider the uplink transmission of wireless systems employing SC-FDE techniques and massive MIMO schemes. We consider multiple mobile terminals transmitting simultaneously to a single base station with a large number of antennas. We propose iterative frequency-domain receivers that do not require matrix inversions.

This paper is organized as follows: We start in Section II with the description of the adopted system, following to Section III where each subsection presents one of the receiver designs, beginning with Zero Forcing and ending with the EGC-based Iterative Receiver. The performance results are presented in Section IV and section V concludes this paper.

Throughout this paper we employ the following notation: matrices are denoted by upper-case, bold, non-italic letters and $\mathbb{E}(x)$ denotes the expectation of $x$. The transpose and Hermitian (conjugated transpose) of the matrix $X$ are $X^T$ and $X^H$, respectively. The $N \times N$ identity matrix is $I_N$.

II. SYSTEM CHARACTERIZATION

In this work we consider an uplink scenario where a Base Station (BS) equipped with $R$ receive antennas is receiving the signals from $T$ Mobile Terminals (MTs), as illustrated in Fig. 1. Without loss of generality, we assume that each MT has a single antenna (the generalization for the case with multiple-antenna transmitters is straightforward) and the number of receive antennas is much higher than the number of transmit antennas (i.e., $R >> T$). Since $R >> 1$ and $T > 1$ this can be regarded as a massive MIMO scenario, at least at the receiver side.

An SC-FDE scheme is employed and we assume perfect synchronization and perfect channel estimation at the receiver side. No channel information is required at the transmitters, but we assume that the blocks transmitted by each MT arrive perfectly aligned at the BS (in practice, this means some kind of time advance mechanism is required by the MTs, although residual timing errors can be absorbed by the cyclic prefix). The transmitted block associated to the $t^{th}$ transmitter (i.e., the $t^{th}$ MT, $t = 1, 2, \ldots, T$) is $\{x_{n,t}; n = 0, 1, \ldots, N - 1\}$, with $N$ denoting the block size, common to all MTs, and $x_{n,t}$ is
selected from a given constellation. In this paper we consider QPSK modulation and Gray mapping. The corresponding frequency-domain block, i.e., its size-$N$ DFT (Discrete Fourier Transform) is \(\{X_{k,t}; k = 0, 1, ..., N - 1\}\).

As with other prefix-assisted block transmission techniques, a cyclic prefix longer than the maximum overall channel impulse response is appended to each block before being transmitted through a MIMO multipath channel. The received signal at the \(r\)th receive antenna, \(r = 1, 2, ..., R\), is sampled, the cyclic prefix is removed and passed to the frequency-domain by a DFT operation leading to the block \(\{Y_{k,r}; k = 0, 1, ..., N - 1\}\). In matrix format, the signal associated to the \(k\)th subcarrier is

\[
Y_k = H_k X_k + N_k,
\]

where \(Y_k\) is a size-\(R\) column vector with \(r\)th element given by \(Y_{k,r}\), \(H_k\) is the \(R \times T\) channel matrix associated to the \(k\)th subcarrier, \(X_k\) is a size-\(T\) column vector with \(t\)th element given by \(X_{k,t}\) and \(N_k\) denotes the channel noise, assumed white and Gaussian, with one-sided PSD (Power Spectral Density) \(N_0\) and uncorrelated for different subcarriers and different antennas, i.e., \(\mathbb{E}[N_k N_k^H] = N_0 I_R\).

III. RECEIVERS DESIGN

Along this section we will present some receivers we can use with massive MIMO schemes. Two techniques that use matrix inversion including IB-DFE are first presented. As we know an IB-DFE receiver doesn’t require the channel decoder output at the feedback loop which allows one to obtain high performance [13]. The use of matrix inversion makes these techniques very complex to use with massive MIMO, consequently we explain two other techniques, that don’t use matrix inversion. These four techniques are explained in detail in the following subsections.

A. Zero Forcing

The structure of the receiver that we are going to study is shown in Fig. 2. The signal received is then sampled at the receiver and the samples contained by the Cyclic Prefix (CP) are eliminated, leading to the time-domain the samples \(\{y^{(r)}_n; n = 0, ..., N - 1\}\). Then a size-\(N\) DFT results the corresponding frequency-domain block \(\{Y_k^{(r)}; k = 0, 1, ..., N - 1\}\), with \(Y_k^{(r)}\) given by [14]

\[
Y_k^{(r)} = \left[ Y_k^{(1)}, ..., Y_k^{(R)} \right]^T = S_k H_k + N_k,
\]

With \(H_k\) denoting the \(R \times T\) channel matrix for \(k\)th \((k = 0, 1, ..., N - 1)\) frequency with \((r,t)\)th element \(H_{k,r,t}\), \(S_k = \left[ S_k^{(1)}, ..., S_k^{(T)} \right]^T\) and \(N_k\) representing the frequency-domain term of the channel noise. The corresponding equalized samples are given by

\[
\tilde{S}_k = F_k^T Y_k
\]

It can be demonstrated that \((H^H H)^{-1} H^H X = I\). This is the well-known Zero Forcing (ZF) criterion [15]. Therefore, after the equalizer and for a linear ZF-based receiver, the data symbols can be obtained from the IDFT of the block \(\{\tilde{S}_k^{(l)}; k = 0, 1, ..., N - 1\}\), where

\[
\tilde{S}_k = \left[ \tilde{S}_k^{(1)}, ..., \tilde{S}_k^{(R)} \right]^T = (H_k^H H_k)^{-1} H_k X_k
\]

Under the ZF criterion, the channel is fully inverted, resulting in a perfect equalized channel after the FDE. In the presence of channel noise, this inversion causes significant enhancement of the channel noise at subchannels with local deep notches, resulting in a higher Signal-to-Noise Ratio (SNR) reduction. However, in the absence of channel noise, this perfect inversion leads to exact values of the samples and avoids the last situation (see details in [16]).

B. IB-DFE Receivers

The need to solve a system of \(N\) equations for every frequency of each user and each, which includes a FFT/IFFT pair, at each iteration, severely conditionates the complexity of these receivers. For the \(i\)th iteration, the estimated symbols associated with the \(p\)th MT \(\{\hat{s}_{n,p}; n = 0, 1, ..., N - 1\}\) are the hard decisions at the output of the time-domain detector.

\[
\hat{s}_{k,p} = \text{IDFT}\{\hat{S}_{k,p}; k = 0, 1, ..., N - 1\}
\]

where \(\hat{S}_{k,p}\) is given by:
\[ \hat{\mathbf{S}}_{k,p} = \mathbf{F}^T_{k,p} \mathbf{Y}_k^Q - \mathbf{B}^T_{k,p} \hat{\mathbf{S}}_{k,p}; \]  
(5)

with \( \mathbf{F}^T_{k,p} = \left[ F^{(1)}_{k,p}, \ldots, F^{(R)}_{k,p} \right]^T \) and \( \mathbf{B}^T_{k,p} = \left[ B^{(1)}_{k,p}, \ldots, B^{(R)}_{k,p} \right]^T \) represents the feedforward and feedback coefficients, respectively. Vector \( \hat{\mathbf{S}}_{k,p} \) denotes the average values conditioned at output detector for user \( p \) of a given iteration and it can be calculated as in [16], [17].

The receiver is characterized by \( \mathbf{F}_{k,p} \) and \( \mathbf{B}_{k,p} \) \((k=0,1,\ldots,N-1)\) coefficients, for a given iteration and detection of the \( p^{th} \) MT. These coefficients are selected in order to minimize the MSE, given by:

\[ \Theta_{k,p} = \mathbb{E} \left[ |\hat{\mathbf{S}}_{k,p} - \mathbf{S}_{k,p}|^2 \right] = \mathbb{E} \left[ |\mathbf{F}^T_{k,p} \mathbf{Y}_k^Q - \mathbf{B}^T_{k,p} \hat{\mathbf{S}}_{k,p} - \mathbf{S}_{k,p}|^2 \right] \]

as can be consulted in [18]. It can be demonstrated that the optimum values of \( \mathbf{F}_{k,p} \) and \( \mathbf{B}_{k,p} \) are [17]:

\[ \mathbf{F} = \kappa \Lambda \mathbf{H}^H \mathbf{e}_p, \]
(6)

and

\[ \mathbf{B} = \alpha \mathbf{H} \mathbf{F} - \mathbf{e}_p, \]
(7)

with

\[ \Lambda = \left( \mathbf{H}^H \left( \mathbf{I}_P - \mathbf{P}^2 \right) \mathbf{H} + \mathbf{R}_{N\times T} \mathbf{R}^{-1}_S \right)^{-1}, \]
(8)

where \( \kappa \) is selected so that \( \gamma_p = 1 \), in order to obtain a normalized FDE with \( \mathbb{E} \left[ \hat{s}_{n,p} \right] = s_{n,p} \). \( \mathbf{R}_S = \mathbb{E} \left[ \mathbf{S} \mathbf{S}^T \right] = 2 \sigma_S^2 \mathbf{I}_P \) and \( \mathbf{R}_{N\times T} = \mathbb{E} \left[ \mathbf{N}^{\text{Tot}} \mathbf{N}^{\text{Tot}}^T \right] = |\alpha|^2 \mathbf{R}_N + \mathbf{R}_D \), corresponding to the correlation matrices of \( \mathbf{S} \) and \( \mathbf{N}^{\text{Tot}} \), respectively. \( \mathbf{R}_N = 2 \sigma_N^2 \mathbf{I}_R \) and \( \mathbf{R}_D = 2 \text{diag} \left( \sigma_D^{(1)^2}, \sigma_D^{(2)^2}, \ldots, \sigma_D^{(R)^2} \right) \) are the correlation matrices of the channel and quantization noise, respectively. \( \sigma_N^2 \) and \( \sigma_D^2 \) represent the symbol’s variance and noise’s variance, respectively with \( \mathbf{P} = \text{diag} (\rho_1, \ldots, \rho_P) \), where \( \rho_p \) denotes the correlation coefficients and represents a measure of the estimates reliability associated with the \( i^{th} \) iteration. It is given by:

\[ \rho_p = \frac{\mathbb{E} \left[ \hat{s}_{n,p} s_{n,p} \right]}{\mathbb{E} \left[ |s_{n,p}|^2 \right]}; \]
(9)

and can be calculated as in [16].

### C. MRC-based Iterative Receiver

Massive MIMO usually needs high dimension matrices that need to be inverted, which presents a heavy computational burden. To overcome this situation and to develop a lower complexity receiver we perform the Maximal-Ratio Combining (MRC) of the signals associated with each receiver antenna. This is a technique to combine the signals from multiple diversity branches. MRC performs the synchronization of the receiver signals and each one is multiplied by a weight factor proportional to the signal amplitude, thus offering the optimum value of SNR. The motivation behind this approach is that, \( \mathbf{H}^H \mathbf{H} \approx k \mathbf{I} \), where \( \mathbf{I} \) is an identity matrix and \( k \) a constant. For massive MIMO systems with \( R >> 1 \) and low correlation between the channels in receiver and transmitter antennas, the elements out of the main diagonal of the matrix, that is,

\[ \mathbf{F}^H_k \mathbf{H}_k \]
(10)

are much lower than those in the diagonal, where the element \((i,i')^{th}\) of the \( \mathbf{F} \) matrix is \( F_{i,i'} = [\mathbf{H}]_{i,i'} \) and \( \mathbf{H}_k \) denotes the \( \mathbf{R} \times \mathbf{T} \) channel matrix for \( k^{th} \) frequency [19]. Notwithstanding, by employing a frequency-domain receiver with MRC for each frequency, based in \( \mathbf{F}^H_k \mathbf{H}_k \), the residual interference levels remain substantial, specially for moderate values of \( R/T \). Therefore and in order to reduce this interference, we propose the interactive receiver depicted in Fig. 3, where

\[ \mathbf{S}_k = \Psi \mathbf{F}^H_k \mathbf{Y}_k - \mathbf{B}_k \mathbf{X}_k, \]
(11)

with \( \Psi \) denoting the diagonal matrix where the \((t,t')^{th}\) element is given by \( \left( \sum_{k=0}^{N-1} \sum_{r=1}^{R} |\mathbf{H}^{(r)}_{k,t,t'}| \right)^{-1} \). This parameter normalization is appropriate to guarantee that the overall frequency-response of the “channel plus receiver” for each MT has average 1 [9], [11]. The matrix \( \mathbf{B}_k \) is used to reduce the residual ISI and inter-user interference. Clearly, their optimum values are

\[ \mathbf{B}_k = \Psi \mathbf{F}^H_k \mathbf{H}_k - \mathbf{I} \]
(12)

This cancellation of the interference is made by \( \mathbf{S}_k = [\mathbf{S}_0, \ldots, \mathbf{S}_{N-1}] \), where \( \mathbf{S}_k \) denotes the frequency-domain average values conditioned to the FDE’s output at each preceding iteration, which can be computed as referred in [16]. For the first iteration we have not information about the transmitted symbols \( \mathbf{S}_k = 0 \), which means our receiver can be regarded as the simple frequency-domain MRC of the signals associated to different receiver antennas. For the next iteration the average values, conditioned to the receiver output at preceding iteration, will be used to mitigate the residual ISI (Inter-Symbol Interference) and the inter-user interference. In general, for a moderate to high value of SNR (signal-to-noise ratio), the average values conditioned to the receiver output approach the transmitted signals as we increase the number of the iterations, which means that the cancellation of the interference made by \( \mathbf{B}_k \) becomes more efficient and the performance improves. Furthermore, if the average values conditioned to the receiver output can be regarded as “soft decisions” [16], the error propagation effect in our receiver will be significantly reduced.
D. EGC-based Iterative Receiver

Within the context of the receivers that don’t need matrix inversion operations, we performed the Equal Gain Combining (EGC) of the signals associated to the different receiver antennas. In EGC-based receiver, each signal branch is weighted with the same factor, regardless of the signal amplitude. Moreover, this is simpler to implement than MRC since no controller amplifiers/attenuators and channel estimation are needed. The motivation for this technique lies on the fact that, for a massive MIMO system with \( R >> T \), it can be demonstrated that \( \exp\left(j + \arg\left(\mathbf{H}^H\right)\right) \times \mathbf{H} \approx k\mathbf{I} \) with \( k \) designating a constant and \( \mathbf{I} \) a identity matrix. As for MRC, an EGC-based receiver the elements out of the main diagonal of the matrix in \( \mathbf{F}_k^H\mathbf{H}_k \) are much lower than the ones in the diagonal, so the matrix \( \mathbf{F} \) becomes:

\[
[\mathbf{F}]_{i,i'} = \exp\left(\arg\left(\mathbf{H}_{i,i'}\right)\right) \quad (13)
\]

Once again, we aim to cancel the interference’s in the elements out of the main diagonal. For this reason, we implement the iterative EGC receiver depicted in Fig. 3, where the \( \mathbf{S}_k \) samples are given by (11) and the new \( \mathbf{B}_k \) by (12). The interference’s cancellation is made by the \( \mathbf{S} \) coefficients.

IV. RESULTS

This section presents a set of performance results concerning the receiver design proposed in this paper. We consider the uplink of a massive MIMO system with \( T = 4 \) single-antenna transmitters unless otherwise stated, each one employing an SC-FDE modulation and a receiver with \( R \) antennas. The blocks have \( N = 256 \) data symbols, each one selected from a QSPK constellation, plus an appropriate CP. The channel has 100 slots, symbol-spaced, equal-power multipath components. Similar conclusions could be drawn for other rich multipath propagation conditions. We consider uncorrelated Rayleigh fading for different multipath components and different links between transmit and receive antennas. We assume perfect synchronization and channel estimation. For the sake of comparison, we also plot the MFB, which can be regarded as a lower bound on the optimum performance [16].

Let us start by comparing the conventional ZF, MRC and EGC schemes with the ideal IB-DFE receiver. As expected, the performance of the ZF receiver is acceptable since we are considering \( R > T \), which reduces the probability of the inverting matrix to be ill conditioned. This would not be the case if \( T = R \), especially for a small-to-moderate number of antennas. IB-DFE allows an additional gain, leading to a performance very close to the MFB just after a few iterations. In fact, 4 iterations are enough for the convergence of the IB-DFE receiver. However, the low-complexity techniques that do not require matrix inversions (EGC and MRC) have very poor performance, with high irreducible error floors. These error floors decrease as we increase the ratio \( R/T \), but even for \( R = 32 = 8T \), receive antennas we still have irreducible error floors in the vicinity of \( 10^{-2} \).

Let us consider now our iterative FDE receivers where the first iteration is based on the MRC and EGC. Fig. 5 and 6 show the corresponding BER performance with different number of iterations. Clearly, our receivers can have excellent performance, even with \( R = 4T = 16 \). In fact, the performance approaches that of to the IB-DFE receiver after just 4 iterations.

It should be pointed out that our iterative receivers do not require matrix inversions and, in spite of that, they can have such a good performance when \( R >> T \). Therefore, it would be interesting to evaluate their performance for smaller values of \( R/T \) or smaller values of \( R \) for a given values of \( T \). The simulation results of this study are shown in Fig. 7. From this figure, we can observe that our EGC or MRC receiver only an option for \( R \) larger than \( T \), with \( R \geq 2T \), at least. Even in this case we can have irreducible errors above \( 10^{-4} \) for the ECG-based receiver and above \( 10^{-3} \) for the MRC-based receiver.

If we compare the performance we can see that the MRC...
approaches the MFB. The simulated results shown in Fig. 5 and 6 show that the EGC presents a higher performance. This fact is shown in Fig. 7.

Therefore we have demonstrated that massive MIMO can be easily implemented, so it is a promising technique to be used in future 5G systems.

**V. CONCLUSION**

In this paper we considered the uplink of massive MIMO systems employing SC-FDE schemes, where multiple users transmit to a single base station with a large number of antennas. We proposed low-complexity frequency-domain detection schemes based on the MRC or EGC that do not require matrix inversions, while achieving an excellent performance, provided that the number of receiver antennas is at least twice as the number of transmitter ones.

The presented results exhibit an excellent performance at the 4th iteration for the MRC and EGC techniques. In fact, we can observe that the 4th iteration of the MRC technique already presents a performance very close to the MFB. Moreover, we have shown that this level of performance is achievable without the complexity associated with the inversion of large matrices. Therefore we have demonstrated that massive MIMO can be easily implemented, so it is a promising technique to be used in future 5G systems.
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