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Abstract

The receiver operating characteristic (ROC) and detection error tradeoff (DET) curves have been widely used in the machine learning community to analyze the performance of classifiers. The area (or volume) under the convex hull has been used as a scalar indicator for the performance of a set of classifiers in ROC and DET space. Recently, 3D convex-hull-based evolutionary multiobjective optimization algorithm (3DCH-EMOA) has been proposed to maximize the volume of convex hull for binary classification combined with parsimony and three-way classification problems. However, 3DCH-EMOA revealed high consumption of computational resources due to redundant convex hull calculations and a frequent execution of nondominated sorting. In this paper, we introduce incremental convex hull calculation and a fast replacement for non-dominated sorting. While achieving the same high quality results, the computational effort of 3DCH-EMOA can be reduced by orders of magnitude. The average time complexity of 3DCH-EMOA in each generation is reduced from $O(n^2 \log n)$ to $O(n \log n)$ per iteration, where $n$ is the population size. Six test function problems are used to test the performance of the newly proposed method, and the algorithms are compared to several state-of-the-art algorithms, including NSGA-III and MOPSO.
variants, which were not compared to 3DCH-EMOA before. Experimental results show that the
new version of the algorithm (3DFCH-EMOA) can speed up 3DCH-EMOA for about 30 times for
a typical population size of 100 without reducing the performance of the method.

Keywords: Convex hull, area under ROC, classification, indicator-based evolutionary algorithm,
multiobjective optimization, ROC analysis.

1. Introduction

Receiver operator characteristic (ROC) [1] and detection error tradeoff (DET) [2] curves are
commonly used to evaluate the performance of binary classifiers in machine learning [3, 4]. ROC
describes the relationship between true positive rate ($TPR$) and false negative rate ($FNR$). High
value of $TPR$ and small value of $FNR$ are preferable, however, the performance of $TNR$ and $FNR$
are in conflict with each other. DET curves show tradeoff between false positive rate ($FPR$) and
false negative rate ($FNR$). ROC convex hull (ROCCH) analysis, which covers potential optimal
points for a given set of classifiers, has drawn much attention in [5, 6]. More recently, multiobi-
jective optimization techniques became useful for maximizing ROCCH [7, 8, 9, 10, 11]. The aim
of ROCCH maximization is to find a set of classifiers that perform well in the ROC space. The
ROCCH maximization is a special case of a multiobjective optimization problem [7], as the max-
imization of $TPR$ and minimization of $FNR$ can be viewed as two conflicting objectives, and the
parameters of a classifier can be viewed as decision variables.

Evolutionary multiobjective algorithms (EMOAs) [12, 13] are known to be good tools to deal
with the tuning of machine learning problems [14, 15], image processing pipelines [16, 17], text
message classifiers [18, 19]. Several EMOAs have been combined with genetic programming to
maximize ROCCH in [7], including Nondominated Sorting Genetic Algorithm II (NSGA-II) [20],
Multiobjective Evolutionary Algorithms Based on Decomposition (MOEA/D) [21, 22], Multiobi-
jective selection based on dominated hypervolume (SMS-EMOA) [23, 24], and Approximation-
Guided Evolutionary Multi-Objective (AG-EMOA) [25]. However, these methods do not consider
special characteristics of ROC: The objective space is bounded by (0, 0) and (1, 1) and that concavities on the Pareto front can be healed by convexly combining classifiers [4]. Convex-hull-based multiobjective genetic programming (CH-MOGP) is proposed in [8] to maximize ROCCH for binary classifiers, which takes the convex hull of ROC into consideration. CH-MOGP is a tailor-made indicator-based evolutionary multiobjective algorithm (IBEA) [26] for computing a representation of a Pareto front of binary classifiers, using the area under the convex hull (AUC) as a performance indicator to guide the the evolution of a population.

CH-MOGP can only deal with binary classifiers, and is not able to address additional objectives, such as parsimony [27]. Moreover, it can not deal with multi-class and three-way classification [28]. 3D convex-hull-based EMOA (3DCH-EMOA) is proposed in [9]. It extends the ROCCH to triobjective problems by considering the classifier complexity ratio (CCR) of binary classifiers as the third objective in augmented DET space. FPR is plotted on the X-axis, FNR is plotted on the Y-axis, and CCR is plotted on the Z-axis in augmented DET space. Complexity can for instance be measured by the number of rules used by the classifier and it determines the average cost (in time) a classifier requires. Again, for instance by random linear combination, classifiers with average objective function values can be obtained for every point on a line segment that connects two classifiers - and therefore concave parts or linear parts of the Pareto front do not have to be represented. Moreover, it is taken into account that the construction of more complex classifier with the same DET performance is always possible, by adding redundant rules.

The potential classifiers lie on the surface of the augmented DET convex hull (ADCH). In 3DCH-EMOA the volume above DET surface (VAS) acts as a performance evaluation indicator of population quality at each generation of the algorithm. While dealing with 3D augmented DET convex hull maximization problems [9], 3DCH-EMOA can obtain solutions with good uniform distribution and also has good ability to cover only those points of a Pareto front, from which all other Pareto optimal points can be obtained by simple convex combination. No points are placed in concave parts, such as dents, as this would be a waste of computational resources. Experimental results in [9] show that 3DCH-EMOA outperforms NSGA-II [20], GDE3 (the third evolution step of Generalized Differential Evolution) [29], SPEA2 (Strength Pareto Evolutionary Algorithm 2) [30], MOEA/D [21] and SMS-EMOA [23] on the volume above surface (VAS) [31] performance
indicator and in the *Gini* coefficient [32, 9] on the size of gaps – indicating how evenly distributed points are placed.

Also on application problems 3DCH-EMOA could obtain high quality results. More recently, 3DCH-EMOA has been successfully applied for sparse neural network optimization [9], in which, the performance of neural networks is evaluated in the augmented DET space and the sparsity is defined as the complexity objective to be optimized. 3DCH-EMOA can obtain better accuracy results than other algorithms in [9]. The three-way classification for SPAM detection was proposed in [28], in which the final user of an anti-spam filter could help in the detection task. 3DCH-EMOA was applied for SPAM detection and it performs much better than all other tested algorithms. 3DCH-EMOA has great potential for classification performance improvement in areas such as machine learning and computer vision.

However, 3DCH-EMOA performs worse than the compared methods in terms of computational time, that is when not considering the time required for function evaluations. 3DCH-EMOA revealed high consumption of computational resources due to redundant convex hull calculations. In particular, it needs to build a new convex hull many times, and at each iteration it ranks the individuals in different priority levels. Very recently, several algorithms have been developed for convex hull maximization [10, 11]. However, results focused so far on the 2D case and there was a lack of attention to efficient algorithms for the maximization of higher dimensional convex hulls. In this paper, a fast version of 3DCH-EMOA, which is denoted as 3DFCH-EMOA, is proposed by adopting incremental convex hull computation and several new strategies. The average computational time complexity of 3DCH-EMOA in each generation is improved from an average case complexity of $O(n^2 \log n)$ to $O(n \log n)$, where $n$ is the size of population. For practical purposes, we only consider the three dimensional case because it has many applications [9, 28] and still allows the visualization of the convex hull.

In addition, this paper presents several modern algorithms for multiobjective optimization, which were not applied to this problem domain previously. Particle Swarm Optimization (PSO) is a bio-inspired metaheuristic mimicking the social behavior of bird flocking or fish schooling [33]. It has been widely used for solving multiobjective optimization problems [34, 35]. In this paper, two variants of PSO i.e., Optimized Multiobjective PSO (OMOPSO) [35] and Speed-constrained
Multiobjective PSO (SMPSO) [36] are applied to deal with multiobjective problems of augmented DET maximization. More recently, several studies focused on solving many-objective optimization problems, i.e., problems having four or more objectives [37]. NSGA-III, a reference-point based many-objective NSGA-II, was proposed in [38], which has good performance on various many-objective problems. In this paper, NSGA-III will be adopted to deal with ZED [31] and ZEJD [9] multiobjective optimization problems. Besides, Ens-MOEA/D, one of the variants of MOEA/D proposed in [39], will be applied to solve multiobjective ADCH maximization problems.

The remainder of this paper is organized as follows. The related work is introduced in Section 2. The details of 3DFCH-EMOA are described in Section 3. Section 4 presents discussion of performance evaluation results of the proposed algorithm and its comparison to the state-of-the-art and previously developed algorithms on six test functions. Section 5 provides conclusions and suggestions for future work.

2. Related Work

As it is discussed in [9], the ADCH maximization can be described as a multiobjective optimization problem, and it can be defined by Eq. (1).

$$\min_{x \in \Omega} F(x) = \min_{x \in \Omega} \left(f_1(x), f_2(x), f_3(x)\right)$$  

where \(x\) represents the optimization variables vector, and \(f_1, f_2, f_3\) represent FPR (false positive rate), FNR (false negative rate) and CCR (classifier complexity ratio) [9], respectively. All functions have a co-domain of \([0, 1] \subset \mathbb{R}\). Usually, the points lie on the convex hull surface are non-dominated with respect to each other, but there can be non-dominated points belonging to the Pareto front that are not on the convex hull surface. This is a special characteristic of ADCH maximization problem. The aim of 3DCH-EMOA is to find a set of non-dominated solutions that covers the 3D convex hull surface, since the potential optimal classifiers lie on the convex hull surface.

The convex hull of a set of points is the smallest convex set that contains the points and it is
a fundamental construction for mathematics and (computational) geometry [40, 41, 42]. The 3D convex hull $T$ of a finite set $A \subset \mathbb{R}^3$ is given by Eq. (2),

$$T(A) \triangleq \{ x : x = \sum_{i=1}^{M} a_i \lambda_i, \sum \lambda_i = 1, 0 \leq \lambda_i \leq 1 \},$$  

where $a_i \in A$. The convex hull can be represented with a set of facets ($F$) and a set of adjacency ridges and vertices ($V$) for each facet [43]. Each ridge connects two adjacent facets, which are also called edges in 2D and 3D space. In this paper, we only consider the convex hull in 3D space, and the solutions of 3DCH-EMOA act as vertices on the convex hull surface. For a given convex hull surface (CH), we can obtain its facets, edges and vertices.

Several convex hull construction algorithms have been developed in the computational geometry community [40, 44]. The gift-wrapping algorithm presented in [41] achieves $O(n^2)$ computational time complexity. The divide-and-conquer method for 3D convex hulls, with expected $O(n \log n)$ performance was proposed in [45], however, it is difficult to implement [40]. The randomized incremental convex hull algorithm was proposed in [46], it repeatedly adds a point to the convex hull of the previously processed points. Three steps are needed to add a new point to an existing convex hull. Firstly, the visible facets for the new point and the horizon ridges on the visible facets should be found. Secondly, a cone of new facets from the point to its horizon ridges should be constructed. Thirdly, the visible facets should be deleted to form a new convex hull with the new point and the previously processed points. The computational complexity of the randomized incremental algorithm is analyzed in [47]. It has been proven that random insertions take expected time of $O(\log n)$ for 3D convex hulls. The incremental nature of this algorithm makes it attractive to be used in our algorithm.

The Quickhull algorithm was proposed in [43]. It has a time complexity of $O(n \log n)$ for 3D convex hulls. Empirical evidence was provided to show that the Quickhull algorithm uses less computer memory resources than most of the randomized incremental algorithms and executes faster for inputs with non-extreme points. Even though, the Quickhull algorithm can deal with convex hull with a certain set of points, it does not provide efficient mechanisms for dynamical updates.
The aim of 3DCH-EMOA is to find a set of solutions lying on the surface of 3D convex hull, which is constructed with population $P \subseteq \mathbb{R}^3$ (the population is described in objective space) and reference point(s) $R \subseteq \mathbb{R}^3$. We define the set of frontal solutions (FS) containing solutions that are located on the boundary of the convex hull, and denote it by Eq. (3).

$$FS(P) \triangleq \{ p : p \in CH(P \cup R), p \in P \} \quad (3)$$

Similarly, we define the set of non-frontal solutions (non-FS), which is complementary to FS set of solutions located in the interior of the convex hull, and denote it by Eq. (4).

$$\text{non-FS}(P) \triangleq P \setminus FS(P) \quad (4)$$

The volume above DET convex hull surface (VAS) is defined as the volume of convex hull $CH$, and is denoted by Eq. (5).

$$VAS(P) \triangleq Volume(CH(P \cup R)) = Volume(CH(FS(P) \cup R)) \quad (5)$$

VAS is used as an indicator in 3DCH-EMOA to guide the evolution of the population. 3DCH-EMOA is time consuming, due to the Quickhull algorithm running many times in each generation to rank the solutions.

In this paper, we treat the procedure of evolution of 3DCH-EMOA as a process of randomized incremental 3D convex hull construction. Several strategies are adopted to speed up 3DCH-EMOA, details of these strategies are introduced in the next section.

3. 3D Fast Convex-Hull-Based EMOA

In this section, we describe the newly proposed fast version of 3DCH-EMOA, denoted as 3DFCH-EMOA. Several strategies are designed to accelerate the implementation of the algorithm:

- Firstly, we propose 3D incremental convex-hull-based (3DICH-based) sorting method, in
which the solutions are ranked in two levels at most.

- Secondly, the age of the individuals in the non-$FS$ set is considered for older individuals to be deleted (forgotten) first.

- Thirdly, we proposed a new method to calculate the contribution of each vertex to the volume of the convex hull by building a partial and usually small size convex hull rather than a convex hull composed by all points in the population, as it is done in $3DCH$-EMOA.

- Finally, the idea of random incremental convex hull algorithm is adopted to take advantage of the prior convex hull data structure, which helps to reduce computational time by reusing the information of convex hull, rather than to rebuild the convex hull for each iteration, as it is done in $3DCH$-EMOA.

3.1. $3DICH$-based sorting

In $3DCH$-EMOA the population is ranked into several levels with $3DCH$-based ($3D$ convex-hull-based) sorting without redundancy strategy. The redundant solutions here have the same performance in objective space as solutions in the non-redundant set. With the sorting strategy the redundant solutions will be ranked to the last priority level and will have the smallest chance to survive into the next generation. Non-redundant poor performing solutions will have a chance to survive, as the redundant solutions with good performance will be discarded to improve the diversity of the population. The procedure of ranking the solutions into several convex hull fronts is similar to non-dominance classification of the population in NSGA-II. For example, in Fig. 1 the population is sorted in three convex hull fronts, marked in different colors, by constructing different layers of convex hulls of the population.

Since only the solutions on the first level of convex hull (i.e., frontal solutions) contribute to the value of $VAS$ of the whole population, it is not necessary to rank the solutions that are not on the first level of the convex hull, which is computationally expensive and doesn’t contribute to $VAS$. The solutions in $FS$ set obtained by $3DCH$-EMOA lie on the surface of the convex hull. To obtain a good result $3DCH$-EMOA should find a good approximation of the true convex hull, which not only has a large value of $VAS$, but also has a uniform distribution of vertices covering the whole
convex hull. Motivated by this idea, we designed a procedure of 3DFCH-EMOA to construct an incremental convex hull. In the procedure, we try to insert good solutions into the convex hull and remove bad solutions from it, while keeping the number of vertices on the convex hull equal to or less than the population size.

In this paper, we propose the 3D incremental convex-hull-based ranking (3DICH-based ranking) method. In 3DFCH-EMOA the population is classified in two sets, one is the FS set ($FSset$) that includes solutions on the first level of the convex hull surface (denoted as $CH$ in this paper), the other one is the non-$FS$ set (non-$FSset$) containing the remaining solutions, i.e., redundant solutions and solutions in the interior of the convex hull not contributing to the $VAS$ and therefore not relevant to the final solution set. Solutions in $FS$ set are marked in red and solutions in non-$FS$ set are marked in green, as it is shown in Fig. 2. If the non-$FS$ set appears to be empty, the population is ranked into one level only. The algorithm 3DICH-based sorting is described in Algorithm 1. In the algorithm, the population of solutions $P$ and a set of reference points $R$ are given. A convex hull $CH$ is built with points in $P \cup R$. The solutions on the surface of $CH$ are ranked in the first level, and the remaining solutions are ranked in the second level. Both of the ranked solution sets and the structure of $CH$ are returned for further use. To rank a new solution in each generation we should judge whether the solution is in or out of the convex hull, which is built with the points in the first level and $R$. If a new solution that is out of the convex hull then it is first added to the $CH$ and then ranked in the first level, otherwise it is ranked in the second level. We prefer to obtain a solution on the convex hull surface, as it has a chance to be a potential optimal classifier for the final decision. Generally, the time complexity of 3DICH-based sorting is equal to $O(\log n)$,
where \( n \) denotes the number of vertices of \( CH \). When the set of non-\( FS \) is empty \( n \) is equal to the population size.

![Figure 2: Ranking of the population into two different levels with 3DICH-based sorting in 3DFCH-EMOA. The individuals in different levels are marked in different colors. The first level of solutions is marked in red and the rest of solutions is marked in green](image)

**Algorithm 1 3DICH-based sorting \((P, R)\)**

**Require:**
- \( P \neq \emptyset, R \neq \emptyset \),
- \( P \) is a solution set,
- \( R \) is the set of reference points.

**Ensure:**
- A solution set \( RS \) is ranked
- and the convex hull \( CH \) is built.

1. \( CH \leftarrow \) building convex hull with points \( P \cup R \).
2. \( FSset \leftarrow FS(P) \)
3. \( \text{non-}FSset \leftarrow P \setminus FSset \)
4. \( RS_0 \leftarrow FSset, RS_1 \leftarrow \text{non-}FSset. \)
5. **return** the ranked solution set \( RS=\{RS_0, RS_1\} \), and built \( CH \).

### 3.2. Age-based selection

Similarly to 3DCH-EMOA, 3DFCH-EMOA adopts \((\mu + 1)\) strategy (i.e., steady state strategy), according to which a new solution is generated and added to the population in each generation. Recently it has been shown that the selection of a subset of \( k \) \((k > 1)\) points from \( n \) points in three dimensional, maximizing the convex hull volume is NP complete [48]. This is why a single point replacement scheme is favored over a more general \((\mu + \lambda)\) selection. This yields a monotonically increasing volume. To keep the population of fixed size, a solution should be deleted in each generation. If the non-\( FS \) set is not empty, we delete the oldest individual in the set.
The age-based selection mechanism for individuals to participate in genetic operations was introduced for steady state strategies in [49, 50]. In addition, it was successfully used in Hupkens et al. [24] in the SMS-EMOA (replacing non-dominated sorting). The age of a newly generated individual is set to zero and it is increased by one at each generation. We use the age of individuals in the selection scheme, because it has low computational complexity of $O(1)$ and because more recently generated individuals are more likely to be closer to the non-dominated frontier than older ones [51].

Young individuals are selected to survive in the next generation and the oldest individual is the first element in the queue to be deleted at each generation. The age-based deletion strategy reduces the complexity of individual deletion in 3DCH-EMOA when the non-\(FS\) set is not empty. This process is comparably less resource consuming and requires time complexity of $O(1)$. An aging queue (\(AgingQueue\)) is defined to store non-\(FS\) solutions, in which the oldest individual is always at the head of the queue. The algorithm of age-based selection is described in Algorithm 2.

---

**Algorithm 2** Age-based selection (\(AgingQueue, non-\(FS\)set)

**Require:**
- \(AgingQueue\) that stores solutions in non-\(FS\)set,
- non-\(FS\)set $\neq \emptyset$.

**Ensure:** \(AgingQueue\) and non-\(FS\)set are updated.
1. if non-\(FS\)set $\neq \emptyset$ then
2. \(q\) $\leftarrow$ the first element in \(AgingQueue\).
3. Remove the first element in \(AgingQueue\).
4. non-\(FS\)set $\leftarrow$ non-\(FS\)set \(\setminus q\).
5. end if
6. return \(AgingQueue, non-\(FS\)set\)

---

3.3. *Fast calculation of \(\Delta VAS\)*

If the non-\(FS\) set is empty, we delete the solution that has the least contribution to the \(VAS\). To rank the solutions in the \(FS\) set the \(\Delta VAS\) of each solution should be calculated.

The theory of random incremental convex hulls [47] shows that while inserting or deleting one vertex on the convex hull, most of the vertices keep the same topological structure. Only vertices sharing the same facet with the changed (added/deleted) vertex change the connection with other
vertices. As shown in Fig. 3, deletion of vertex 1 in Fig. 3(a) leads to a new convex hull in Fig. 3(b). Insertion of a new vertex 1 on the convex hull in Fig. 3(b) leads to the convex hull in Fig. 3(a). Only the local structure is changed when a vertex is inserted or deleted.

By comparing the two convex hulls in Fig. 3, we can conclude that with the insertion and deletion only the topology structure of related vertices changes. The related vertices (RV) are defined by the points on the convex hull that share the same facet with the vertex. The relationship of related vertices is denoted by Eq. (6).

$$RV(p) \triangleq \{ q : p \in F_i, q \in F_i, p \neq q, F_i \in CH \}$$ (6)

where $i = 1, 2, \ldots, N_F$, $N_F$ is the number of facets of convex hull $CH$. The algorithm to find the related vertices for a given vertex $q$ is described in Algorithm 3. The time complexity of Algorithm 3 is $O(n)$, where $n$ is the number of vertices on the convex hull.

![Convex Hulls](image)

Figure 3: Computing the VAS contribution for each vertex on the convex hull in 3DCH-EMOA

To make the algorithm effective, we preserve the structure of convex hull and the contribution to VAS of all the vertices for each generation. After insertion and deletion in each generation we only update the contribution of related vertices. To update $n$ vertices of the convex hull, an average time complexity in $O(\log n)$ is required [40].

The importance of individuals in the convex hull is evaluated by their contribution to VAS, which is denoted as $\Delta$VAS. In [31], the contribution of an individual $p$ is obtained by subtracting the volume of a new convex hull that is constructed without the individual, from the volume of the
Algorithm 3 Finding related vertices \((CH, q)\)

Require:

- \(CH\) is a convex hull,
- \(q\) is a vertex of \(CH\),
- \(N_F\) is the number of facets of \(CH\),
- \(F\) is the set of facets of \(CH\).

Ensure: A set of related vertices \(RV\) is created.

1: \(RV \leftarrow \emptyset\)
2: for \(i \leftarrow 1 : N_F\) do
3: \hspace{1em} for all \(p \in F_i\) do
4: \hspace{2em} if \(p \neq q\) and \(p \notin RV\) then
5: \hspace{3em} \(RV \leftarrow RV \cup \{p\}\)
6: \hspace{2em} end if
7: \hspace{1em} end for
8: end for
9: return \(RV\)

initial convex hull that includes \(p\). The contribution of solution \(p\) is calculated by Eq. (7).

\[
\Delta \text{VAS}(p) = \text{VAS}(P) - \text{VAS}(P \setminus \{p\}).
\] (7)

To update the contribution to \(\text{VAS}\) for each vertex, a new convex hull is built without the vertex. As shown in Fig. 3, most vertices on the convex hull keep the same topological structure with or without the vertex \(1\), except for vertices labeled \(2, 3, 4, 5, 6\) and \(7\), which are denoted as related vertices of vertex \(1\). We can calculate the contribution of vertex \(1\) only with each of its related vertex and each reference vertex \(r\). The fast way to compute the contribution of vertex \(p\) is described in Eq. (8).

\[
\Delta \text{VAS}_r(p) = \text{Volume}(CH(RV(p) \cup \{p\} \cup \{r\})) - \text{Volume}(CH(RV(p) \cup \{r\}))
\] (8)

where \(r\) is the reference vertex (\(r\) is point \((1, 1, 1)\) in the context of \(\text{VAS}\)). In the implementation of Eq. (8) the convex hull \(CH(RV(p) \cup \{r\})\) is built first and then vertex \(p\) is added to \(CH\) to obtain \(CH(RV(p) \cup \{p\} \cup \{r\})\).

A partial convex hull with just added vertex \(1\) and related vertices is shown in Fig. 4(a), another partial convex hull without vertex \(1\) is shown in Fig. 4(b). The contribution to \(\text{VAS}\) of vertex 1
can be obtained by calculating the $\Delta$VAS difference between the two partial convex hulls shown in Fig. 4. The approach allows reducing computational complexity especially when the size of the population is large. The algorithm of fast $\Delta$VAS is described in Algorithm 4. We define the average number of points on the partial convex hull as $m$. The average time complexity of calculating a vertex’s contribution is equal to $O(m \log m)$, where $m = \log n$. With the new strategy the average time complexity to update the contribution of a related vertex tends to $O(\log n)$.

![Figure 4: An example of calculating the VAS contribution of each vertex to the convex hull in 3DFCH-EMOA](image)

**Algorithm 4** Fast $\Delta$VAS ($CH, q, r$) computation

**Require:**
- $CH$ is a convex hull,
- $q$ is a vertex of $CH$,
- $r$ is a reference vertex.

**Ensure:** VAS contribution of a population $q$ is computed.

1. $RV \leftarrow$ Finding related vertices($CH, q$).
2. $VAS_0 \leftarrow Volume(CH(RV \cup \{q\} \cup \{r\}))$.
3. $VAS_1 \leftarrow Volume(CH(RV \cup \{r\}))$.
4. $\Delta VAS \leftarrow VAS_0 - VAS_1$.
5. **return** $\Delta$VAS

### 3.4. Incremental convex hull computation

We use $CH$ to denote the convex hull of the population. The information of $CH$ such as facets, vertices and the contribution of each vertex to the volume of the whole convex hull is preserved in the $FS$ set as discussed in Algorithm 4. The $(\mu + 1)$ selection strategy is employed in this
algorithm. According to this steady state strategy only one new offspring $q$ will be produced at each generation. When $q$ is produced it will be judged whether it is in or out of the convex hull $CH$. If $q$ is not yet in $CH$, it will be added to $CH$, i.e., $q$ will be stored in the FS-set. If $q$ is inside $CH$, it will be stored in the non-FS-set.

When adding $q$ to the convex hull, some facets of convex hull will be changed, the contribution of related vertices to the convex hull volume will be affected and needs to be updated. Due to the changes caused by the introduction of $q$, the vertices not belonging to the convex hull $CH$ will be removed from the FS-set and added to the end of the AgingQueue. The vertices not belonging to the $CH$, due to the changes caused by the introduction of $q$, will be removed from the convex hull. The details of adding a new point $q$ to the convex hull $CH$ are described in Algorithm 5. In the algorithm, the computational time complexity of adding a vertex to $CH$ is equal to $O(\log n)$, where $n$ is the population size. The time complexity of finding related vertices is equal to $O(n)$. And the average computational time complexity of updating the contribution of related vertices is equal to $O((\log n)^2)$. So the average computational time complexity of Algorithm 5 is equal to $O((\log n)^2)$.

To keep the population size of the algorithm constant (of size $n$), an individual needs to be deleted in each iteration. The head element of the AgingQueue will be deleted if the queue is not empty. If the AgingQueue is empty (all individuals are on the convex hull), the individual with least contribution to VAS will be deleted. Then, the convex hull will be rebuilt with the incremental convex hull algorithm and the contribution of each solution in $CH$ will be updated. Details of deleting the solution $q$ with least contribution to VAS from FSset are described in Algorithm 6. Similarly to Algorithm 5, the computational time complexity of finding related vertices is equal to $O(n)$. The computational time complexity of updating the contribution of related vertices is equal to $O((\log n)^2)$. The computational time complexity of rebuilding $CH$ is equal to $O(n \log n)$. So the average computational time complexity of Algorithm 6 tends to $O(n \log n)$.

3.5. Computational time complexity of 3DFCH-EMOA

The framework of 3DFCH-EMOA is given in Algorithm 7. Both 3DCH-EMOA and 3DFCH-EMOA are general evolutionary algorithms, their computational time complexity can be described by considering one iteration of the entire algorithm. In this section, we consider the population
Algorithm 5 Adding a point to $CH$ ($CH$, $FSset$, non-$FSset$, $q$)

Require:

$CH$ is the convex hull,
$FSset \neq \emptyset$,
$q$ is the new solution that will be added to $CH$.

Ensure:

The contribution to $CH$, $FSset$, non-$FSset$ and $AgingQueue$ are updated.

1: $CH \leftarrow$ Adding $q$ to $CH$.
2: $FSset \leftarrow FSset \cup \{q\}$
3: for all $p \in FSset$ do
4:   if $p$ is not a vertex of $CH$ then
5:     Add $p$ to the end of $AgingQueue$
6:   non-$FSset \leftarrow$ non-$FSset \cup \{p\}$
7:   $FSset \leftarrow FSset \setminus \{p\}$
8: end if
9: end for
10: $RV \leftarrow$ Finding related vertices($CH$, $q$).
11: $CH.q$.contribution $\leftarrow$ Fast $\Delta VAS(CH, q, r)$.
12: for all $p \in RV$ do
13:   $CH.p$.contribution $\leftarrow$ Fast $\Delta VAS(CH, p, r)$.
14: end for
15: return $CH$, $FSset$, non-$FSset$ and $AgingQueue$.

Algorithm 6 Deleting a point from $CH$ ($CH$, $FSset$, $q$)

Require:

$CH$ is the convex hull,
$FSset \neq \emptyset$,
$q$ is a solution that will be deleted.

Ensure: The contribution to $CH$ and $FSset$ are updated.

1: $FSset \leftarrow FSset \setminus \{q\}$
2: $RV \leftarrow$ Finding related vertices($CH$, $q$).
3: Storing contribution of each solution of $CH$ in $TEMP$.
4: Rebuilding $CH$ without solution $q$.
5: Set contribution of each solution of new $CH$ based on $TEMP$.
6: for all $p \in RV$ do
7:   $CH.p$.contribution $\leftarrow$ Fast $\Delta VAS(CH, p, r)$ computation.
8: end for
9: return $CH$, $FSset$
Algorithm 7 3DFCH-EMOA (MEs, n)

Require: MEs (MEs>0) is the maximum of evaluations, n (n>0) is the population size.
Ensure: Frontal solution set (FSset) is created.
1: $P_0 \leftarrow \text{init}()$
2: $RS, CH \leftarrow \text{3DICH-based sorting (} P_0, R)$
3: $FSset \leftarrow RS_0, \text{non-FSset} \leftarrow RS_1$
4: for all $p \in FSset$ do
5: \hspace{1em} $CH.p$.contribution = Fast $\Delta$VAS ($CH, q, r$) computation
6: end for
7: Add elements in non-FSset to AgingQueue
8: $t \leftarrow n$
9: while $t < MEs$ do
10: \hspace{1em} $t \leftarrow t + 1, q_t \leftarrow \text{Mutate} (\text{Recombine} (FSset \cup \text{non-FSset}))$
11: \hspace{2em} if $q_t$ is inside the convex hull ($CH$) then
12: \hspace{3em} non-FSset $\leftarrow$ non-FSset $\cup \{q_t\}$
13: \hspace{3em} Add $q_t$ to the end of AgingQueue
14: \hspace{2em} else
15: \hspace{3em} $CH, FSset, \text{non-FSset, AgingQueue} \leftarrow$ Adding a point to $CH$ ($CH, FSset, \text{non-FSset}, q_t$)
16: \hspace{2em} end if
17: \hspace{1em} if AgingQueue $\neq \emptyset$ then
18: \hspace{2em} AgingQueue, non-FSset $\leftarrow$ Age-based selection (AgingQueue, non-FSset)
19: \hspace{2em} else
20: \hspace{3em} Finding the least contribution vertex $p$
21: \hspace{3em} $CH, FSset \leftarrow$ Deleting a point from $CH$ ($CH, p$)
22: \hspace{2em} end if
23: end while
24: return $FSset$

to be of size $n$. In 3DCH-EMOA, the computational time complexity of variation operation for generating new offspring is equal to $O(n)$. 3DCH-based sorting without redundancy has the computational time complexity of $O(n^2 \log n)$. The computational time complexity of VAS contribution updating is equal to $O(n^2 \log n)$. The overall computational time complexity in each iteration of 3DCH-EMOA is equal to $O(n^2 \log n)$.

In 3DFCH-EMOA, the computational time complexity of variation operation for generating a new offspring is equal to $O(n)$. The average computational time complexity of 3DICH-based sorting is equal to $O(\log n)$. The computational time complexity of age-based selection is equal to $O(1)$. The computational time complexity of adding a point to $CH$ is equal to $O((\log n)^2)$ and the computational time complexity of deleting a point from $CH$ is equal to $O(n \log n)$. So the average
computational time complexity of 3DFCH-EMOA in each iteration is equal to $O(n \log n)$.

4. Experimental Results

In this section, two sets of domain-specific test functions, ZED and ZEJD, are used to test the performance of 3DFCH-EMOA and several EMOAs, such as NSGA-III, Ens-MOEAD and 3DCH-EMOA. Two PSO-based methods (i.e., OMOPSO and SMPSO) were also applied to deal with ZED and ZEJD test functions. ZED test functions were designed in [31] to evaluate the performance of 3D ROCCH maximization for three-class classification problems. ZEJD test functions are proposed in [9], which are simulations of augmented DET for parsimony binary classifiers.

Most of these experiments were performed in jMetal [52, 53], which is an optimization framework for the development of multiobjective metaheuristics in Java. The experiment for Ens-MOEAD was performed in Matlab. All experiments were run on a desktop PC with an i5 3.2GHz processor and 4GB memory under Ubuntu 14.04LTS. For each mentioned algorithm, 30 independent trials are conducted on ZED and ZEJD test problems. For algorithms performance comparison, three groups of different experiments were carried out:

- Comparison of 3DCH-EMOA and 3DFCH-EMOA to other EMOAs, including NSGA-III, Ens-MOEAD, OMOPSO and SMPSO on ZED and ZEJD test functions.

- Comparison of 3DFCH-EMOA and 3DCH-EMOA for runs with different population sizes (i.e., 100, 200, 300, 400, 500, 1000) on ZED test functions.

- Comparison of age-based selection to random selection of individuals in non-FSset for 3DFCH-EMOA.

Several metrics are chosen to evaluate the performance of studied algorithms, including volume under convex hull surface (VAS), Gini coefficient [9], pure diversity (PD) [54] and execution time:

- VAS metric can be used to evaluate the performance of algorithms on ZED and ZEJD test functions directly. The smallest value of VAS is 0, the largest value of VAS is bounded from
above by $5/6$ for ZED test problems and the largest value of VAS is bounded from above by 0.5 for ZEJD test functions. Generally, the larger the value of VAS, the better performance of the solution set of an algorithm.

- The *Gini* coefficient was used for measuring the distribution of solutions of evolutionary algorithms in [9]. Generally, the lower the value of the *Gini* coefficient, the more evenly distributed the solution set.

- The *PD* is used as a new diversity metric in [54] to measure population diversity of evolutionary algorithms. A high population diversity leads to large value of *PD*.

- Execution time is used to measure the computational effort of all algorithms.

### 4.1. Comparison of 3DFCH-EMOA to other EMOAs

In this subsection performance of NSGA-III, Ens-MOEA/D, OMOPSO, SMPSO, 3DCH-EMOA and 3DFCH-EMOA is compared on ZED and ZEJD test functions.
4.1.1. Parameter settings

All algorithms use a maximum of 25000 function evaluations. The simulated binary crossover (SBX), a single point crossover, and polynomial bit flip mutation operators are applied in the experiments. The crossover probability of $p_c = 0.9$ and a mutation probability of $p_m = 1/n$, where $n$ is the population size, are chosen according to the recommendation given in [31]. In this part, the population size is set to 100 for all algorithms.

4.1.2. Experimental results and discussions

<table>
<thead>
<tr>
<th></th>
<th>NSGA-III</th>
<th>Ens-MOEA/D</th>
<th>OMOPSO</th>
<th>SMPSO</th>
<th>3DCH-MOEA</th>
<th>3DFCH-MOEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZED1</td>
<td>3.44e-01</td>
<td>3.44e-01</td>
<td>3.37e-01</td>
<td>3.38e-01</td>
<td>3.53e-01</td>
<td>3.53e-01</td>
</tr>
<tr>
<td>ZED2</td>
<td>3.44e-01</td>
<td>3.44e-01</td>
<td>3.34e-01</td>
<td>3.35e-01</td>
<td>3.52e-01</td>
<td>3.52e-01</td>
</tr>
<tr>
<td>ZED3</td>
<td>3.46e-01</td>
<td>3.42e-01</td>
<td>3.35e-01</td>
<td>3.36e-01</td>
<td>3.51e-01</td>
<td>3.51e-01</td>
</tr>
<tr>
<td>ZED4</td>
<td>4.89e-01</td>
<td>4.83e-01</td>
<td>4.65e-01</td>
<td>4.65e-01</td>
<td>4.65e-01</td>
<td>4.65e-01</td>
</tr>
<tr>
<td>ZED5</td>
<td>4.84e-01</td>
<td>4.83e-01</td>
<td>4.62e-01</td>
<td>4.62e-01</td>
<td>4.65e-01</td>
<td>4.65e-01</td>
</tr>
<tr>
<td>ZED6</td>
<td>4.84e-01</td>
<td>4.82e-01</td>
<td>4.61e-01</td>
<td>4.62e-01</td>
<td>4.64e-01</td>
<td>4.64e-01</td>
</tr>
</tbody>
</table>
Figure 7: Experimental results of the Pareto front (for single run) obtained by each algorithm on ZED3 test function in $f_1 - f_2 - f_3$ space

Table 2: Mean and standard deviation of Gini Coefficient on ZED and ZEJD test problems.

<table>
<thead>
<tr>
<th></th>
<th>NSGA-III</th>
<th>Ens-MOEA/D</th>
<th>OMOPSO</th>
<th>SMPSO</th>
<th>3DCH-EMOA</th>
<th>3DFCH-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZED1</td>
<td>3.70e-01</td>
<td>0.44e-02</td>
<td>2.46e-02</td>
<td>2.64e-02</td>
<td>4.40e-02</td>
<td>4.75e-02</td>
</tr>
<tr>
<td>ZED2</td>
<td>3.66e-01</td>
<td>0.45e-02</td>
<td>2.47e-02</td>
<td>2.58e-02</td>
<td>5.22e-02</td>
<td>5.70e-02</td>
</tr>
<tr>
<td>ZED3</td>
<td>3.65e-01</td>
<td>0.46e-02</td>
<td>2.48e-02</td>
<td>2.59e-02</td>
<td>5.80e-02</td>
<td>6.75e-02</td>
</tr>
<tr>
<td>ZED1</td>
<td>1.57e-01</td>
<td>0.71e-02</td>
<td>2.86e-02</td>
<td>2.90e-02</td>
<td>7.30e-02</td>
<td>7.41e-02</td>
</tr>
<tr>
<td>ZED2</td>
<td>1.67e-01</td>
<td>0.72e-02</td>
<td>2.87e-02</td>
<td>2.94e-02</td>
<td>7.84e-02</td>
<td>7.69e-02</td>
</tr>
<tr>
<td>ZED3</td>
<td>1.71e-01</td>
<td>0.73e-02</td>
<td>2.88e-02</td>
<td>2.95e-02</td>
<td>8.11e-02</td>
<td>7.97e-02</td>
</tr>
</tbody>
</table>

Table 3: Mean and standard deviation of PD on ZED and ZEJD test problems.

<table>
<thead>
<tr>
<th></th>
<th>NSGA-III</th>
<th>Ens-MOEA/D</th>
<th>OMOPSO</th>
<th>SMPSO</th>
<th>3DCH-EMOA</th>
<th>3DFCH-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZED1</td>
<td>9.94e+04</td>
<td>1.70e+05</td>
<td>2.12e+05</td>
<td>2.08e+05</td>
<td>1.97e+05</td>
<td>1.97e+05</td>
</tr>
<tr>
<td>ZED2</td>
<td>1.06e+05</td>
<td>1.64e+05</td>
<td>2.10e+05</td>
<td>2.08e+05</td>
<td>1.80e+05</td>
<td>1.80e+05</td>
</tr>
<tr>
<td>ZED3</td>
<td>1.12e+05</td>
<td>1.70e+05</td>
<td>2.09e+05</td>
<td>2.07e+05</td>
<td>1.88e+05</td>
<td>1.88e+05</td>
</tr>
<tr>
<td>ZED1</td>
<td>4.51e+04</td>
<td>9.65e+04</td>
<td>8.12e+04</td>
<td>7.95e+04</td>
<td>1.04e+05</td>
<td>1.04e+05</td>
</tr>
<tr>
<td>ZED2</td>
<td>4.53e+04</td>
<td>9.68e+04</td>
<td>8.24e+04</td>
<td>8.32e+04</td>
<td>9.58e+04</td>
<td>9.67e+04</td>
</tr>
<tr>
<td>ZED3</td>
<td>6.03e+04</td>
<td>9.71e+04</td>
<td>8.25e+04</td>
<td>8.56e+04</td>
<td>8.81e+04</td>
<td>8.80e+04</td>
</tr>
</tbody>
</table>

Firstly, the Pareto fronts (for one run) of ZED and ZEJD are shown in Fig. 5-10. By analyzing the Pareto fronts of ZED1 function obtained by the algorithms we can make some conclusions:

1) OMOPSO and SMPSO have the worst ability to deal with ZED1 test function not only for
convergence but also for uniformity metrics; 2) Ens-MOEA/D does not have a good uniformity of the Pareto front distribution, as it found too many solutions on the edges of objective space; 3) NSGA-III performs better than OMOPSO, SMPSO and Ens-MOEA/D; 4) 3DCH-EMOA and 3DFCH-EMOA perform better than the others not only for convergence but also for uniformity metrics.

By comparing the Pareto fronts of ZED2 and ZED3 we can draw the same conclusions as for ZED1. Besides, we can see that only 3DCH-EMOA and 3DFCH-EMOA can avoid sampling solutions in the dent area, which is better because these regions contain only redundant solutions.
since the goal is to represent the convex hull. Moreover, it performs well on problems with discontinuities (ZED2 test problem) and continuous (ZED3 test problem) objective space.

By analyzing the Pareto fronts of ZEJD1 obtained by the algorithms we can make some conclusions: 1) OMOPSO and SMPSO have the worst ability to deal with ZEJD1 test function, not only for convergence but also for uniformity metrics; 2) Ens-MOEA/D has better performance in terms of convergence than OMOPSO and SMPSO, but it does not have the ability to find solutions with good distribution on the Pareto front; 3) NSGA-III, 3DCH-EMOA and 3DFCH-EMOA can find solutions with good uniformity and convergence metrics. NSGA-III has the most uniformly distributed solutions on the Pareto front on ZEJD1 test function. As it is pointed in [54] that a solution set with good uniformity does not necessarily mean that it also has good diversity. Solutions with good uniformity should have the same dissimilarity with their neighbors, however, solutions with good diversity can provide decision makers the maximum amount of information.

The diversity of all the results will be discussed later.
Figure 10: Experimental results of the Pareto front (for single run) obtained by each algorithm on ZEJD3 test function in $f_1 - f_2 - f_3$ space.

Figure 11: Box-plots of VAs for all algorithms on ZED and ZEJD test functions, each box-plot is generated by running 30 independent trials.
By comparing the Pareto fronts of ZEJD2 and ZEJD3 we can draw the same conclusions as for ZEJD1. NSGA-III can obtain solutions with good uniformity on the surface of Pareto fronts, but in the area of machine learning, for problems such as ADCH maximization problem, the solutions in the concave area make no contribution for classification [9]. In addition, we can see that only 3DCH-EMOA and 3DFCH-EMOA omit the concave area of ZEJD2 and ZEJD3, which allows them to find more solutions in parts of the convex hull that are relevant for maximizing VAS. The solutions, which are on the Pareto front but not on the convex hull surface, do not contribute to VAS.

By comparing the Pareto fronts of all the algorithms we can conclude that 3DFCH-EMOA obtains results as good as 3DCH-EMOA. NSGA-III can capture the Pareto fronts of ZEJD test functions very well, but it can not avoid sampling solutions in the dent areas of ZEJD2 and ZEJD3 test problems. Solutions in the dent area, i.e., solutions on the Pareto front but not on the convex hull surface, do not provide better performance of classifiers when compared to those on the convex hull surface [9].

The statistical results (means and standard variances) of the VAS are shown in Table 1. VAS is the most important indicator in this study as it measures the size of the objective space that is either dominated by a point in the population or by a linear combination of such points [9]. VAS box-plots are shown in Fig. 11. Fig. 11(a) shows the results of all algorithms’ performance on ZED1 test function. In the figure we can see that 3DFCH-EMOA can obtain as good results as 3DCH-EMOA, and outperform other algorithms not only on the average VAS but also when considering standard deviations. NSGA-III outperforms Ens-MOEA/D, OMOPSO and SMPSO algorithms. By comparing algorithms performance on other test problems, we can also see that 3DFCH-EMOA and 3DCH-EMOA can obtain the best result on VAS metric. This confirms that 3DFCH-EMOA has successfully inherited the good performance of 3DCH-EMOA. From the table we can see that 3DFCH-EMOA can obtain as good results as 3DCH-EMOA for the VAS evaluation. 3DFCH-EMOA and 3DCH-EMOA outperform the other EMOAs on all ZED test problems. When dealing with ZEJD test problems, NSGA-III, 3DCH-EMOA and 3DFCH-EMOA perform better than the other EMOAs.

The statistical results of Gini coefficient are shown in Table 2. From the table we can see that
3DCH-EMOA and 3DFCH-EMOA outperform the other algorithms for most of the test problems. 3DCH-EMOA is slightly better than 3DFCH-EMOA for most of the test problems. NSGA-III performs better than the other algorithms except 3DCH-EMOA and 3DFCH-EMOA on ZED and ZEJD test functions.

The statistical results of $PD$ diversity metric are shown in Table 3. OMOPSO and SMOSO have good diversity metric results, but not very good convergence metric results as discussed above. 3DFCH-EMOA performs as good as 3DCH-EMOA for the diversity metric. 3DFCH-EMOA and 3DCH-EMOA can obtain higher values of $PD$ than NSGA-III.

The statistical results on the execution times are shown in Table 4. SMPSO has always the lowest execution time and OMOPSO performs better than the other algorithms except of SMPSO. 3DFCH-EMOA outperforms the other algorithms except of SMPSO and OMOPSO. NSGA-III spends slightly more time than 3DCH-EMOA on ZEJD test functions. 3DCH-EMOA uses more than 30 times as much computational time as 3DFCH-EMOA algorithm, that is to confirm that the new algorithm speeds up 3DCH-EMOA about more than 30 times with the population size 100.

4.2. Comparison of 3DFCH-EMOA to 3DCH-EMOA

We tested 3DFCH-EMOA and 3DCH-EMOA on ZED test functions with different population sizes (100, 200, 300, 400, 500, 1000). For each mentioned parameter, 30 independent trials were run.

4.2.1. Parameter settings

All algorithms run for 25000 function evaluations. The simulated binary crossover (SBX) operator and the polynomial mutation are applied in all experiments. The crossover probability of $p_c = 0.9$ and a mutation probability of $p_m = 1/n$, where $n$ is the number of decision variables, were used as recommended in [31]. The population size was set to 100, 200, 300, 400, 500, 1000 for all the test problems.

4.2.2. Experimental results and discussions

The Pareto fronts obtained by 3DCH-EMOA and 3DFCH-EMOA with population size 300 are shown in Fig. 12. From the figures we can observe that 3DFCH-EMOA can obtain as good Pareto
Figure 12: Experimental results of the Pareto front (for single run) obtained by 3DFCH-EMOA and 3DCH-EMOA algorithms on ZED test functions for population size of 300 in $f_1 - f_2 - f_3$ space.

The results of VAs mean are listed in Table 5. By comparing the values of VAs we can see that 3DFCH-EMOA can obtain the same values of VAs as 3DCH-EMOA. We can conclude that 3DFCH-EMOA inherits from 3DCH-EMOA the good performance of 3D ROCCH maximization.

The results of mean execution time of 3DFCH-EMOA and 3DCH-EMOA on ZED test functions are listed in Table 6. Execution time analysis for several population sizes for ZED1 function is shown in Fig. 13. By comparing the results we can see that execution time increases with the increase of population size. The execution time of 3DCH-EMOA increases faster than 3DFCH-EMOA with the increase of population size. Besides, the 3DCH-EMOA is computationally more expensive than 3DFCH-EMOA for the same population size.
Table 5: The mean of VAS on ZED test problems.

<table>
<thead>
<tr>
<th>test function</th>
<th>population size</th>
<th>compared methods</th>
<th>3DFCH-EMOA</th>
<th>3DFCE-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZED1</td>
<td>100</td>
<td>3.53e - 01</td>
<td>3.53e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>3.55e - 01</td>
<td>3.55e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>3.56e - 01</td>
<td>3.56e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>3.56e - 01</td>
<td>3.56e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3.56e - 01</td>
<td>3.56e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>3.56e - 01</td>
<td>3.56e - 01</td>
<td></td>
</tr>
<tr>
<td>ZED2</td>
<td>100</td>
<td>3.53e - 01</td>
<td>3.53e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>3.54e - 01</td>
<td>3.54e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>3.54e - 01</td>
<td>3.54e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>3.54e - 01</td>
<td>3.54e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3.55e - 01</td>
<td>3.55e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>3.55e - 01</td>
<td>3.55e - 01</td>
<td></td>
</tr>
<tr>
<td>ZED3</td>
<td>100</td>
<td>3.51e - 01</td>
<td>3.51e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>3.53e - 01</td>
<td>3.53e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>3.54e - 01</td>
<td>3.54e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>3.54e - 01</td>
<td>3.54e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3.54e - 01</td>
<td>3.54e - 01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>3.55e - 01</td>
<td>3.55e - 01</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: The mean of execution time (ms) on ZED test functions.

<table>
<thead>
<tr>
<th>test function</th>
<th>population size</th>
<th>compared methods</th>
<th>3DFCH-EMOA</th>
<th>3DFCE-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZED1</td>
<td>100</td>
<td>6.33e + 03</td>
<td>4.68e + 05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>4.72e + 04</td>
<td>1.40e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.04e + 05</td>
<td>3.42e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.79e + 05</td>
<td>6.48e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>2.87e + 05</td>
<td>1.07e + 07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>9.87e + 05</td>
<td>4.84e + 07</td>
<td></td>
</tr>
<tr>
<td>ZED2</td>
<td>100</td>
<td>4.79e + 03</td>
<td>4.40e + 05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>4.50e + 04</td>
<td>1.32e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>9.77e + 04</td>
<td>3.22e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.69e + 05</td>
<td>6.11e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>2.70e + 05</td>
<td>1.00e + 07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>8.95e + 05</td>
<td>4.50e + 07</td>
<td></td>
</tr>
<tr>
<td>ZED3</td>
<td>100</td>
<td>5.35e + 03</td>
<td>4.33e + 05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>4.64e + 04</td>
<td>1.35e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.00e + 05</td>
<td>3.29e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.74e + 05</td>
<td>6.26e + 06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>2.78e + 05</td>
<td>1.03e + 07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>9.28e + 05</td>
<td>4.62e + 07</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Comparison of age-based selection with random selection of 3DFCH-EMOA

In this subsection, we evaluate and analyze the strategies of age-based selection and random selection of individuals in non-FS set. We run age-based selection and random selection on ZED1 test function for 30 independent runs and recorded the values of VAS in every generation. The average VAS over generations in 30 independent runs is shown in Fig. 14. We found that the age-based selection has a slightly faster convergence rate than the random selection strategy. Simply adopting the age-based strategy cannot improve the performance of the algorithm significantly. To
Figure 13: Comparison of execution times of 3DFCH-EMOA and 3DCH-EMOA on ZED1 test function obtained by 30 independent trials with different population sizes

Figure 14: Average VAS of age-based selection and random selection of 3DFCH-EMOA on ZED1 test function

make the proposed algorithm more efficient, the age-based strategy must be applied in combination with other strategies.

5. Conclusions

In this paper, we proposed 3DFCH-EMOA, a fast version of 3DCH-EMOA, by adopting the incremental convex hull algorithm and several other evolutionary strategies. To reduce the computational time complexity of an iteration, individuals are only ranked into two levels, one is convex hull level and the other one is non-convex hull level, where age is used as a selection criterion. Besides a fast incremental computation of the contribution of each vertex to the convex hull volume is used. In total the average time complexity of 3DCH-EMOA in each generation is reduced
from $O(n^2 \log n)$ to $O(n \log n)$. Six test function problems were used to test the performance of the proposed method. Experimental results show that the 3DFCH-EMOA can speed up 3DCH-EMOA for about 30 times with the size of the population 100, without reducing the performance of the method. Moreover, the benchmark was extended by modern algorithms, such as NSGA-III and MOPSO.

Alternatively, the computational time complexity of iteratively computing the convex hull, which is $O(n^{(d/2)+2})$ [55] for $d$ dimensions, could be achieved by iteratively using the gift-wrapping algorithm. However, also here, incremental algorithms might prove to be useful for obtaining a better average computational time complexity. In the future it would be interesting to derive fast algorithms for more than 3 dimensions. Besides, since Particle Swarm Optimization (PSO) methods show a relatively fast convergence, its search operators might be combined with indicator based selection of 3DFCH-EMOA in the future.
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