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Abstract — IT incident management process requires a correct 
categorization to attribute incident tickets to the right resolution 
group and obtain an operational system as quickly as possible, 
having the lowest possible impact on the business and costumers. 
In this work, we introduce a module to automatically categorize 
incident tickets, turning the responsible teams for incident 
management more productive. This module can be integrated as 
an extension into an incident ticket system (ITS), which 
contributes to reduce the time wasted on incident ticket route and 
reduce the amount of errors on incident categorization. To 
automate the classification, we use a support vector machine 
(SVM), obtaining an accuracy of 89%, approximately, on a 
dataset of real-world incident tickets.  

Keywords - Machine learning, Automated incident 
categorization, SVM, Incident management, Incident management 
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I.  INTRODUCTION  
 

Information Technology Service Management (ITSM) is a 
discipline for managing IT operations and services [1]. Several 
ITSM frameworks exist to help organizations deal with 
alignment and management of IT services, in conformity with 
the business needs. These framework aims at improving 
business performance through the best IT service delivery. 
Thus, ITSM focuses on development of methodologies and 
tools to provide an efficient and high quality service [2], 
including optimizing IT services and business operations, 
increasing employees’ productivity and costumers’ 
satisfaction. 

The Incident Management (IM) process, one of the most 
important components of ITSM, focuses on tracking and 
managing all incidents, from opening until closure. Incidents 
must be resolved as quickly as possible to ensure the 
minimum business impact for costumers and the correct 
operation of organizations’ IT services [3]. The IM is the 
process of ITSM that provides most directly visible gains to 
service quality as well cost reduction [4]. 

With the exponential usage of IT in companies, it was 
possible to verify a weakness in support service customers  
[5]. In companies, a large number of tickets is created every 
day, and specific IT teams exist to resolve these tickets. 
However, in many cases this process is not entirely systematic 
and may be incoherent and inefficient [6]. This process of 

incidents support and resolution results in a waste of several 
resources increasing companies’ costs [7]. Therefore, to be 
competitive, companies need an efficient and cost-effective 
service delivery and support [8]. Consequently, many 
companies started to adopt tools to help and support teams that 
are responsible for the IM process [2]. Such tools are software 
systems used in organizations to record and track all incidents 
and typically refer to an Incident Ticket System (ITS).  

A coordinated ITS provides a positive effect on the 
efficiency of the IM process, which in turn improves and 
increases companies’ revenue. Most ITS’s follow the 
Information Technology Infrastructure Library (ITIL) [9], the 
most adopted ITSM framework to facilitate and help the 
decision-making process [6]. ITIL depicts best practices and 
standards to IM, helping companies to improve their 
processes. An ITS represents a significant contribution to an 
efficient IM process, in order to obtain lower costs and an 
increased organization growth. 

In order to answer companies’ needs, this work proposes a 
module for the automatic classification of incidents on ITS, by 
developing a method with machine learning (ML) techniques. 

The manual classification of incidents implies a wrong 
delegation of incidents, assigning them to resolution groups 
that are not capable of solving them, causing delays in the 
whole process of dispatch [10]. Incidents are forwarded to 
finally be addressed to the right resolution group, which 
impacts incident route negatively, which results on the usage 
of more resources. Consequently, it leads to a waste of time 
and customer dissatisfaction [11].  

In order to attain a right assignment, it is crucial to have an 
appropriate incident classification, the process that assigns a 
suitable category to an incident, so they are routed more 
accurately [9]. Automating incident classification process 
means avoiding human error, reducing the waste of resources 
and avoiding incorrect routing due to wrong classification 
[12]. 

The remainder of this document consists of six sections 
that are structured as follows. The second section presents 
some theoretical background needed to develop the research. 
The proposed method is presented in section 3. The 
implementation is described in the fourth section. Section 5 
presents the obtained results. Finally, the document closes 
with the conclusions and some possible future work. 



II. THEORETICAL BACKGROUND 

A. Incident Management  
ITIL defines incident as “an unplanned interruption to an 

IT service or reduction in the quality of an IT service”. These 
incidents can be related with failures, questions, or queries and 
should be detected as early as possible [9].  

IM is the process responsible to manage disruptions, a 
crucial factor to create a high scalable system [13] and is 
responsible for restoring the normal operation, finding as 
quickly as possible a resolution for the incident, minimizing 
business impact [9][13][14]. To obtain the success and 
efficiency of the process, there are four critical success factors 
that must be achieved, such as quickly resolving incidents, 
maintaining IT service quality, improving IT and business 
productivity, and, finally, maintaining user satisfaction [15]. 
So, when a disruption on the system is detected, by the system 
or by users, several activities follow [9]. Table 1 presents the 
activities that compose IM process. 

Table 1: IM Process Activities 

Activity Description 
Incident 

detection and 
recording 

An incident must be recorded as soon as 
possible after being detected, if possible 
before of cause impact for users.  
 

 
 

 

Classification 
and initial 

support 

Incident categorization: The incident type 
should be correctly assigned to the incident 

Incident Prioritization: This process deals 
with address urgency and an impact on an 
incident 

 

Investigation 
and diagnosis 

In this step is done the incident escalation, 
which includes an initial diagnosis to find a 
resolution. If the resolution is identified, the 
incident is solved, otherwise the incident is 
escalated for other support resolution group  

Resolution 
and recovery 

In this step, the previously identified 
resolution must be tested in order to ensure 
that the system is operational 

Incident 
closure 

In the closing of an incident it is necessary to 
check if the categorization done in step two 
is correct, if users are satisfied with the 
respective resolution, and if the 
documentation related to the incident is 
correct 

 

Our work focuses on automating the incident 
categorization process included in the second activity.  

During incident recording, there are several fields that are 
filled and that compose the incident ticket. These fields are the 
incident attributes and they compose our training data. One of 
these fields is incident description, which is represented in 
natural language such as English. To automate incident 
categorization, it is necessary to process the text of 
description. 

  

B. Text Categorization  
Text categorization (TC), also known as text classification, 

is one of the applications of text mining [16] and is the process 
that deals with the assignment of pre-defined categories, topics 
or labels to natural language texts or documents [17]. 
Automated TC is a supervised learning task [18] that uses 
Machine Learning to learn classifiers from examples that 
perform the categorization automatically [19]. Given a set of 
documents D = {d1, …, dn} with assigned categories C = {c1, 
…, cn} and a new document d, a learned classifier on these 
data will predict which category should be assigned to 
document d.  

There are several approaches used in TC, which differ on 
how they represent documents and decide to assign a category 
to a document [20]. TC can be divided into two types of 
classification: binary and multi-class. A binary problem is 
when a document must be assigned to one of two categories. 
Multi-class problems can be seen as two types of problem: 
single-label and multi-label. The first consists on assigning the 
document to exactly one of a set of pre-defined categories. In 
multi-label classification, the data are assigned to more than 
one label at the same time. Our problem is clearly a single-
label problem. 

 The main steps involved in TC are the document pre-
processing and feature extraction, model selection, and 
training and testing the classifier [21]. These steps are 
presented and described in the next section. 

 

III. RELATED WORK  
Over the years, approaches that automate IM process has 

being studied and developed. One of these approaches is 
automate the incident classification process that is the purpose 
of our work. In this section we describe relevant work 
developed in this area, which algorithms are used and what 
results were obtained with the respective implementations.  

To automate IM, the authors of [4] use ML and 
information integration techniques to develop an algorithm for 
correlate incoming incidents. The authors used the incident 
description to extract keywords and their annotations as 
features. SVM is the algorithm used to attributes a category to 
an incoming incident. With this approach was obtained the list 
of keywords which better identifies each category. 

In [22], the authors used for the same problem, incident 
tickets categorization, SVM, KNN, decision trees and Naïve 
Bayes. They used 4 different datasets with different categories 



to assess which performance is obtained. For this 
classification, they present three approaches assigned to each 
algorithm. They present the accuracy results with TF-IDF, 
with only TF and with Boolean weighting, which attributes the 
weight of 1 if the term is present in the document, otherwise 
attributes 0. On average, SVM had accuracy results of 90% 
approximately, in the three approaches. KNN achieves 75% of 
accuracy, also with the three approaches.  Decision trees have 
similar results in the three approaches, around of 90%. Finally, 
Naïve Bayes is the unique which present different results 
among Boolean weighting with 85% and TF-IDF and only TF, 
both with 55% of accuracy.   

To automate ITS, in [23] the authors resort of two 
algorithms such as Naïve Bayes (NB) and NN (Neural 
Network). Related to NB, one of the variants is Multinomial 
NB, which was used in this research. In NN implementation, 
they use the Softmax NN. For these two implementations, the 
authors use for training a dataset composed by 7042 tickets 
and 717 for test set. The goal is assign a ticket to a tag. The tag 
indicates which category the ticket should be assigned. Both 
algorithms use to feature generation, an input word list 
composed by email subjects and only words present in this list 
are extracted of the tickets and used as input to Multinomial 
NB and Softmax NN. Multinomial NB outperformed Softmax 
NN, achieving 85.8% and 80.7% of accuracy, respectively.  

[12] focus on three big features to automate IM process 
and one of them is automate ticket classification. In this work, 
they present an approach based on ML for automate the 
classification, consisting on analyze incident descriptions 
writhed in natural language. The approach consists on create 
automatically a classifier using pre-classified incidents. They 
denote a sequence of words as incident features and then they 
use Naïve Bayesian probability to find a feature in an incident 
that belongs to a specific category. Per this probability, they 
defined the probability of categorizing incoming incidents. 
The probability of assign a category to an incident is 
calculated for all categories. Finally, the incoming incident is 
assigned to the category that has the maximum value. To 
ensure that is done a classification so correctly as possible is 
only assign a category if the maximum probability overcome a 
defined threshold. The authors have results in 70% accuracy 
with 1000 features. In agreement with an analysis of IBM 
internal tools based and built on similar conditions indicates 
reduction tickets resolution times by over 25%.  

 

IV. PROPOSED METHOD 
The proposed extension to the IM process consists in 

assigning the suitable category to an incident, which is the 
type of a specific incident. In this method it will be necessary 
to perform text pre-processing, because the incident 
description is represented in natural language, such as English.  

Text pre-processing starts with the text tokenization, which 
splits the different incidents descriptions in all words that 
compose them. Then, with the resulting dictionary composed 
by all different words that are present in descriptions is 
applied a stop-words list, which is responsible for eliminating 
the words that are not meaningful for classification. The other 

applied process is stemming, which reduces the words to their 
base form, reducing the dictionary. 

After the text pre-preprocessing is finished, all descriptions 
are represented by a feature vector, selecting the keywords 
that are relevant to identify a document and remove features 
that are irrelevant for classification. For that we used the term 
frequency-inverse document frequency (TF-IDF) t2hat 
consists in assigning to each term a weight based on the 
frequency of the term in the document. This weight increases 
with the number of times the term occurs, but is offset by the 
document frequency of the term in the corpus [22]. 

This text representation approach is the most used in 
literature due to the performance achieved with several types 
of classifier, including SVM [22]. 

This process leads to a smaller dataset and consequently 
smaller computational requirements for the TC algorithms, 
which is crucial to achieve success in the next stage [24]. 

The learning process is based on Support Vector Machine 
(SVM) and K-Nearest Neighbor (KNN).  

 

A. SVM Algorithm  
An SVM is a method of supervised learning and was 

introduced in text categorization, between 1998 and 1999 by 
Joachims [25]. SVM consists in mapping input vectors into a 
high dimensional space and outputs the creation of a 
hyperplane [26]. SVM is an appropriate technique for text 
categorization, proving is more robust than other conventional 
techniques of text classification [27].  

 

B. KNN Algorithm  
The KNN algorithm uses the Euclidean distance as the 

distance metric to identify which are the K-nearest neighbors 
of the instances. The class of each instance is determined 
using a majority vote. This algorithm is considered to be 
simple, easy to implement [28] and a popular one in text 
categorization [29]. This algorithm with TF-IDF achieves 
good performance results in a text categorization case study.  

 

V. IMPLEMENTATION 
In this work, we used a dataset provided by a company that 

due to privacy issues cannot be mentioned. The dataset is 
composed by 10000 incident tickets. 

To train the classifiers, we used a dataset composed by 
incident descriptions correctly classified with an appropriate 
category. In this dataset each incident has, in addition to the 
description, the following information: the caller id, which 
ordinarily is the person that opens the ticket, the severity and 
the contact source, which describes the way the incident was 
reported, by e-mail and telephone.  

We explored three approaches of categorization for each 
algorithm. In the first approach, we use only the attributes 
previously described: the caller id, severity and the contact 
source, without description. In the second approach, incidents 



are categorized using just the incident description attribute. 
Then, in the last approach all attributes of each incident ticket 
are used.  

The three approaches make it possible to observe how both 
algorithms lead with only nominal attributes, with only textual 
data and finally gathering all attributes. The main goal of 
select these three approaches is to verify the impact of 
introducing the description on the incident categorization and 
consequently verify which are the crucial attributes to obtain a 
good performance. 

Table 2 shows an example of one incident ticket that 
composes the used dataset. 

Table 2: Incident ticket example 

Description Caller 
id 

Severity Contact 
Source 

Category 

“unable to 
connect on 
wifi” 

client x 3 – 
“Low” 

phone network 

 

All incidents are assigned to one of the 10 following 
categories: application, collaboration, enterprise resource 
planning (ERP), hosting services, network, security and 
access, output management, software, workplace and support. 

The obtained results for the three approaches are presented 
in the next section and are divided by the algorithm used. 

 

VI. PERFORMANCE RESULTS 
To train and test the method we use cross-validation, 

which consists on dividing the whole training set into n 
subsets of equal size. One subset is used to test the classifier, 
which is trained with the remaining n – 1 subsets of the 
complete dataset. This process prevents overfitting, due to the 
fact that training sets are independent of the test set [30] [31]. 

We used a dataset composed by 10000 instances, where 
each 1000 are assigned to a specific category. 

Figure 1 presents the accuracy after applying the SVM 
algorithm.  

 
 

Figure 1 : Accuracy results (SVM) 

 
Considering the results presented in Figure 1, it is possible 

to conclude that the incident description has an important role 
in the categorization of incidents. Training the data with only 
the incident description has an accuracy result of 86%. Using 
the other attributes, caller id, severity and contact source, leads 
to worse results, with the accuracy dropping to 43%. 
However, there are categories for which were obtained high 
accuracy values like output management and hosting services. 
The model trained with all attributes achieved an accuracy of 
89%, a 3% p.p. increase comparatively with the model trained 
only with incident description. 

 
Table 2 : Overall Accuracy - SVM 

Overall Accuracy 
Approach 1 Approach 2 Approach 3 

43% 86% 89% 
 

Figure 2 shows the results for the KNN algorithm. 
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Figure 2: Accuracy Results (KNN) 

 
With KNN algorithm, the results regarding the first two 

approaches (other attributes only; description only) are very 
similar to the results achieved with the SVM, especially for 
approach 1. When using only the incident description, the 
results increase to 80%, however they are not as high as with 
the SVM algorithm.   

Table 3: Overall Accuracy k-NN 

Overall Accuracy 
Approach 1 Approach 2 Approach 3 

42% 80% 82% 
 

Using all attributes in the KNN categorization lead to an 
accuracy of 82 %.  

 
Figure 3: Overall accuracy with SVM & KNN 

 
In approach 1, the obtained results are very similar 

between the two algorithms, demonstrating almost the same 
accuracy. Comparing the results obtained with SVM and KNN 
in approach 2, is possible to verify that with only the incident 
description SVM it overtakes KNN, with 6% difference. 
Finally, when the textual data is introduced in approach 1 
(approach 3), SVM has one more time better performance than 
KNN. 

The results obtained in approach 2 note that SVM leads 
better with textual data, therefore it is possible to understand 
why SVM represents a better performance on the 
categorization.  

 

VII. CONCLUSIONS AND FUTURE WORK 
The categorization of incidents plays an important role in 

the IM process and to all teams, which are responsible to 
manage the process. The manual categorization is a process 
that takes time, which can be reduced with automated 
categorization. Besides of taking time, most of the times 
incidents are assigned to an incorrect category. With this 
work, it is possible to conclude which are the most critical 
attributes of incidents that determine how to obtain a good 
performance on categorization. The results obtained in this 
research are the base to progress with future work.   

We believe that the proposed module will have a positive 
impact in the categorization process, reducing the errors of 
incident categorization. This is determinant to obtain a correct 
assignment and consequently reduce the time wasted and 
improve the whole incident route. 

As future work, we will integrate the module into an ITS 
in a specific company. With the integration, we hope to verify 
by interviews to the IT teams responsible for the IM process, 
the impact of the proposed extension. It is also intended to 
extend the categorization to the whole activity of classification 
and initial support in IM process, which includes automating 
the assignment of a priority and urgency to incidents. 
Moreover, we pretend to automate the resolution and recovery 
activities, finding and suggesting automatically a possible 
resolution to an incoming incident. 
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