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2 Madeira-ITI, Funchal, Portugal
3 DCTI/ISCTE - Instituto Universitário de Lisboa, Lisboa, Portugal

4 ISTAR-IUL, Lisboa, Portugal
vitormachado1988@hotmail.com , nlopes@ipca.pt, jcsilva@ipca.pt,

jose.luis.silva@iscte.pt

Abstract. Applications for task definition and automation are valuable
tools to automated software engineering area. This paper describes a
solution to support a parameterized task definition using screen capture
images. The approach allows the capture of a sequence of actions defined
by the user. Through the captured sequence of actions, the approach
assists in the implementation of task automation processes.

Based on picture-driven computing the proposed tool aims to reduce the
challenges that users face while trying to define tasks. This approach
provides also a foundation for the creation of picture-driven based tests
for interactive systems, enabling to test any interactive system but also
allowing for the definition, parameterization and execution of tests that
might involve the use of several independent interactive systems.
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1 Introduction

In the user interface of software systems, two interrelated sets of concerns con-
verge. Users interact with the system by performing actions on the graphical
user interface (GUI) widgets. These, in turn, generate events at the software
level, which are handled by appropriate listener methods. In brief, and from a
user’s perspective, graphical user interfaces accept as input a predefined set of
user-generated events, and produce graphical output. The users’ interest is in
how well the system supports their needs.

From the programmers’ perspective, typical WIMP-style (Windows, Icon,
Mouse, and Pointer) user interfaces consist of a hierarchy of graphical widgets
(buttons, menus, text-fields, etc) creating a front-end to the software system. An
event-based programming model is used to link the graphical objects to the rest
of the system’s implementation. Each widget has a fixed set of properties which
have discrete values at any time during the execution of the GUI, constituting
the state of the GUI. The programmer’s interest, besides satisfying the user, is



in the intrinsic quality of the implementation, which will impact the system’s
maintainability.

As user interfaces grow in size and complexity, they become a tangle of object
and listener methods, usually accessing a common global state. Considering that
the user interface layer of interactive systems is typically the one most prone to
suffer changes, due to constant changes in the requirements and added features,
maintaining the user interface can become a complex and error prone task. Inte-
grated development environments (IDEs), while helpful in that they enable the
graphical definition of the interface, are limited when it comes to task automa-
tion or software testing areas. The first area, task automation, aims towards the
simplification of task execution, reducing the number of steps/actions that a user
has to perform. The second area, software testing, aims at improving the overall
quality of the software product, which is of great importance for organizations.

Still, organizations have some difficulties in testing software. The implemen-
tation of processes related to quality assurance are difficult by means of a con-
stant technological evolution together with the required time for the implemen-
tation of new processes. Software testing is essential to provide organizations
with information about the quality of software [1, 16]. Software testing provides
a global overview of the software allowing the evaluation of the risks of software
implementation. Several techniques are usually applied. These include executing
a program or application with the intent of finding software bugs (errors or other
defects). Functional testing is a testing type. It refers to activities that verify
a specific action or function of the code. These are usually found in the code
requirements documentation. Functional tests aim to validate if the application
execution satisfies the requirements. Considering functional test, tools for task
automation allow organizations to simplify the process of definition and execu-
tion of tests [12, 11, 7]. These tools enable the automatic execution of a high
number of tests [4].

This paper presents the development of a system to assist in the automatic
creation and execution of tasks representing the graphical interaction between
a user and an application. These tasks can then be used to support software
testing through the analysis of the graphical interface, i.e., without requiring
access to the application’s source code.

Using existing technologies of interaction with the Graphical User Inter-
face (GUI), the approach capture actions performed by the users through im-
ages/clippings (keylogger application type). It is intended that users perform
tasks naturally, as usual. At the same time, this system records the graphic ob-
jects manipulated by users. These objects will then be used for the construction
of an interpretative script for an open source tool named Sikuli [21]. Sikuli is an
application used to perform actions through picture-driven computing. In this
project, Sikuli will be used for the execution of scripts generated by analyzing
the flow of the captured actions and graphical object interactions.

In one hand, the paper intends to describe how to generate and automate
the execution of tasks through a picture-driven computing technique. In other
hand, the paper aims to present a proof of concept showing that this approach



supports the generation and automation of tasks. The automation of tasks is
also helpful to test the behavior of interactive systems.

2 Task Automation

The interaction model incorporates several stages (perception, evaluation, in-
tention and implementation). According to Parasuraman et al. [14], each step
can be automated. The same authors define that automation can be applied to
4 classes of functions, i.e., information acquisition, information analysis, deci-
sion and action selection, and action execution. Each action can be automated
to different degrees (from no automation to full automation) and according to
various criteria. Automation in different classes may have several implications,
for example, in terms of the performance of users and cost of the consequences
of a given decision/action.

Task models enable the identification of the interactions between the user
and the device, focusing on the features that should be considered when design-
ing interactive applications [3]. A task is an activity that must be performed to
achieve a certain goal. The task models represent the manner of use of appli-
cations and describe users interaction rules. These are used as support through
the development and test phases [18]. Whereas that the ultimate objective is to
specify a methodology to redefine GUI layer of interactive systems, task models
seem to be a promising basis for the definition of the methodology, i.e. tasks can
be identified using task models and then related to the new GUI layer [10, 13].

Task automation aims towards the simplification of task execution, reducing
the number of steps/actions that a user has to perform. Different approaches
provide support for task automation. For example, picture-driven computing is
useful for task automation of systems already developed and without requiring
access to their source code. As stated Sikuli is an example of a tool that follows
this paradigm, automating anything that appears on the screen via scripts.

Despite advances in tools that assist the users’ tasks, users still encounter
difficulties in defining tasks. Several approaches help users through capture and
replay techniques as starting points [9]. These approaches provide users an en-
vironment to define tasks and execute them, but none provides an approach
enabling the parameterization of graphical tasks through the user’s actions, i.e.,
copying and parameterizing the interaction with the graphic objects manipulated
by the user to be used later for the generation of an (executable) script.

2.1 Graphical User Interface Task Automation

Several tools can be used for the automation of tasks in systems already de-
veloped and/or without access to their source code. This section intends to list
some of them.

The first one is a picture-driven computing tool, named Sikuli, that uses
image recognition to identify and control GUI components [21]. Sikuli is a pro-
gramming environment making use of the picture-driven paradigm and is used as



a basis for several research works [17, 19, 20]. Selenium [6] another tool enabling
task execution of web applications by the browser in an automated way. Sele-
nium run tests on a finalized system, directly in a browser. Automa [2] is a tool
for Windows that automates repetitive tasks on interactive systems. RIATest
[15] is an automation tool for GUI tests capable of automating any item on the
screen, which is accessible through the Windows UI Automation API. Finally,
Eggplant Functional tool [8] enables to execute functional test automation, using
an approach based on patterns of pictures. The approach allows the test of any
technology on any platform to be made from the user perspective.

We believe Selenium, Automa, RIATest or Eggplant Functional could have
been successfully used as an alternative to Sikuli.

3 System’s Design

This section is intended to describe the design choices for the support system
considered in this paper. First, the system’s components are presented and then
multiple functional requirements of the application itself described.

The system is made of the two components, the picture-driven execution
engine (Sikuli) and a graphical user interface application designed to present the
user with the possibility to create and execute scripts.

The creation of the scripts is made through the listening of GUI events and
automatic creation of script code, compatible with the Sikuli engine. The exe-
cution of the script is made by the Sikuli engine in the background, so the user
do not need to code any part of the script.

Script generation is performed during recording. The user triggers the record-
ing by clicking on a button of the application GUI (see Figure 1) and after the
recording starts, the application window is minimized freeing the desktop for
user GUI interactions. All actions taken on the application itself are ignored by
the ”listening” events. Thus the user can freely perform the actions over the
GUI with the typical applications as it usually does. Finally, the user must sig-
nal the application to stop recording (this is done by pressing a button of the
application).

To execute a generated script, the user interacts with the same application,
but now for running the recorded script through Sikuli.

3.1 Capturing Image Snippets

During the recording of the script, it will become necessary for the user to specify
an image snippet for representing the visual region of the GUI which should be
interacted with. Two interaction types are available for the user: an action to be
made on the image region (e.g. clicking) or an assertion to be made (e.g. check
the image is present). Additionally, the system should offer a means to capture
an area of the screen and store it automatically.



3.2 Expected Outcome

The expected result of this system is to implement an application that allows
the user to create and perform tasks without knowledge of the features of the
tools that supports the process, in this case Sikuli.

With this application, organizations or users can build an automation script
in an assisted manner, making it easier to build scripts without the need to write
any code.

This application extends the Sikuli application [5] by assisting the creation
of scripts which can be parameterized, i.e., the application will help the user to
create an executable Sikuli script but at the same time it will allow for the user to
specify parameters on-the-fly, through dialog windows as the script is executed.
This feature allows the reuse of a single script for multiple cases, without the
need to change the specific values of the script. The application creates a Sikuli
script making use of the functionality available in such tool, in particular the
interactive actions and screen image assertions, while remaining intuitive for the
user.

4 Implementation

This section describes the implementation of the application proposed in this
paper. The application follows the architecture described previously which is
responsible for assisting the user in creating a versatile executable script to be
run by Sikuli.

4.1 Application’s User Interface

Fig. 1. Application GUI

The Figure 1 presents the graphical user interface of the created application.
The left side of the application contains the record/stop, wait, verification and
question buttons. The right side of the application contains buttons to run tasks,
choose an already created task and exit the application. The buttons positioned
at the bottom of the application enable the user to specify the folders for the
Sikuli executable files and created recordings.



4.2 Capture User actions

User actions are events performed through mouse’s click / double-click and
keystrokes. To capture user actions, a so-called library will be used, i.e. Hook-
Manager library. The library is open source and allows to use the features
user32.dll windows library to capture events executed with the mouse or key-
board.

The approach makes use of the MouseDoubleClick function to create an event
to capture mouse actions. This function is also responsible for creating the event
control function double click GetDoubleClickTime to obtain the double click time
which is set on the computer.

The same library allows the use of the KeyDown function related to lis-
tening the keyboard’s actions. This function is set to capture the key events.
The SetWindowsHookEx is used to create keyboard events. An input parame-
ter WH KEYBOARD LL serves to indicate what type of listening needs to be
observed.

The applications enables also to capture regions. To set the clipping the user
should use the mouse and set the starting point dragging to the point of arrival.
The area of the cut will have red contour which can be resized. Consequently
the user can increase or decrease previous defined regions. Captured regions are
only triggered when one of the following events types occurs: click event, double
click event, button waiting click or button question click.

Fig. 2. Window to introduce customizable text

The waiting and question buttons are related to features that can be useful in
a given task. They have the same concept, i.e. validate whether an element exists
in the screen. The waiting and question are intended to search for a particular
element on the screen. The first button, waiting, indicates that the application
is stopped as an element does not appear on screen. The waiting features au-
tomatically opens the capture region tool to set a region. The second button,
question, serves to introduce a data in a given element. An click in this button
triggers a dialog box that allows the user to define a text that will be presented
to the user when executing the task (cf. Figure 2). This functionality allows the
creation of scripts which can be parameterized, i.e., the application allow for the
user to specify parameters on-the-fly as the script is executed.



Fig. 3. Home Portuguese finance portal

The graphics library Graphics1 available in the C# programming language
was used to record images. The library enables the definition of images’ locations
and sizes and to copy them in the png format.

Fig. 4. Find records of the ”Current Year”

1 https://msdn.microsoft.com/en-us/library/system.drawing.graphics(v=vs.110).aspx
(last accessed: 5 Dezember 2016)



5 Task Generation Example

This section describes the use of the support system for picture-based task defi-
nition. As proof of concept, we propose to access the Portuguese finance portal to
extract the contents of tax movements of a given taxpayer related to automobiles
and motorcycles owning.

The authentication to the Portuguese finance portal is performed initially
through the My Services section, as shown in Figure 3.

Using the recording functionality, the support system helps to capture key-
board pressing actions. The sequence of keyboard actions are related to the
portal link that contains the text Pay which enables to access the Pay section.

Within the Pay section there are several options focused on the current year.
Choosing the option Search Automobiles and Motorcycles enables to visualize
taxpayer’s tax movements, as exposed in Figure 4.

Finally a sequence of keystrokes as follows, first CTRL + A, CTRL + C,
and CTRL + V enables to paste the copied data to another field. After finishing
recording, the script was created as described in Figure 5.

wait(”screenSikuli seq 1.png”, 300000);
click(”screenSikuli seq 1.png”);
type(Key.DOWN);
. . .
wait(”screenSikuli seq 6.png”, 300000);
click(”screenSikuli seq 6.png”);
wait(”screenSikuli seq 7.png”, 300000);
type(”v” ,KEY CTRL);

Fig. 5. Automatically generated Sikuli script

The execution of the previous script results in the listing from the finance
portal of relevant information which may be saved for the user convenience,
through an automated procedure. This proof-of-concept was successful and opens
the possibility, for users without programming skills, to use this tool and create,
run and parameterize automated scripts.

6 Discussion

The validity of the work was demonstrated with an example using one interac-
tive system. In this case the benefits were about the easiness of task definition
and consequent automation. This means that an user without programming
skills can automate any task. This was illustrated here for tasks running on only
one application (i.e. the Portuguese finance portal) but can also be applied to
inter-applications tasks. Due the use of a Windows library (i.e. user32.dll) the



approach is currently limited to Windows Operating Systems applications how-
ever, we are planning to improve this limitation enabling the automation of tasks
performed in Operating Systems.

7 Conclusions and Future Work

This paper presents a tool which aims to be the basis for user defined tasks
through picture-driven computing. The process used was described and results
were presented and discussed by means of a proof of concept.

Based on picture-driven computing and task automation, the proposed tool
aims to reduce the challenges that users face while trying to define a task. This
approach provides a foundation for the creation of picture-driven based tasks
for interactive systems. By using Sikuli, it becomes possible to automate any
interactive system but also allows for the definition and execution of tasks that
might involve the use of several independent interactive systems (e.g. websites
and desktop applications). The major advantages of this approach over other
automation tools is the ease with which users can define a task, parameterize
it, and complement it to obtain a test or to perform the task automatically
and repeatedly. This work creates a link between task definition and interactive
system’s quality assurance, enabling testers to be more efficient as they can use
the tool for naturally defining tasks as a basis for test suite specification and
execution.

In future projects we plan to use the approach with examples involving tests
accomplished through independent interactive systems, as well as tester’s studies,
to assess the usefulness, ease of use, effectiveness and tester satisfaction with the
tool.
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