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Abstract

We investigate the asymptotic stability of solutions to the characteristic initial value prob-
lem for the Einstein (massless) scalar field system with a positive cosmological constant. We
prescribe spherically symmetric initial data on a future null cone with a wider range of decaying
profiles than previously considered. New estimates are then derived in order to prove that, for
small data, the system has a unique global classical solution. We also show that the solution
decays exponentially in (Bondi) time and that the radial decay is essentially polynomial, al-
though containing logarithmic factors in some special cases. This improved asymptotic analysis
allows us to show that, under appropriate and natural decaying conditions on the initial data,
the future asymptotic solution is differentiable, up to and including spatial null-infinity, and ap-
proaches the de Sitter solution, uniformly, in a neighborhood of infinity. Moreover, we analyze
the decay of derivatives of the solution up to second order showing the (uniform) C2-asymptotic
stability of the de Sitter attractor in this setting. This corresponds to a surprisingly strong
realization of the cosmic no-hair conjecture.
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1 Introduction

1.1 Motivation and previous results

The Einstein field equations are non-linear second order partial differential equations for a Lorentzian
metric of a 4-dimensional manifold called spacetime. They constitute the basis of General Relativity
theory and are some of the most fascinating and challenging differential equations that originate
from physics. A main difficulty in analyzing these equations is that they are defined on a manifold
while, at the same time, they determine the metric of the manifold itself as they evolve.

An important conjecture in the theory of General Relativity is the so-called cosmic no-hair
conjecture which roughly says that generic expanding solutions to the Einstein equations with a
positive cosmological constant Λ asymptote to the de Sitter solution – the maximally symmetric
vacuum solution of Einstein’s field equations with a positive cosmological constant. In turn, the
inclusion of Λ > 0 is motivated by current observations in cosmology (see [30] for a mathematically
inclined introduction to the subject).

This conjecture is usually attributed to Gibbons and Hawking [19] and its earlier history was
mostly concerned with the study of homogenous and isotropic cosmologies, whose dynamical content
is encoded on ODEs; a notable example of this period are the celebrated results of Wald [34]. In
the meantime, far reaching results, concerning more general dynamics, have been produced, with
considerable increase of activity in recent years. Most of these results concern the analysis of
geometric PDEs in the context of the study of perturbations of spatially homogeneous cosmological
models, see e.g. [2, 5, 9, 13, 14, 16, 17, 18, 21, 24, 26, 28, 30, 31, 33] and references therein.

The cosmic no-hair conjecture can be rephrased more precisely as a statement about the existence
of a global attractor, the de Sitter solution, for a generic class of solutions to the Einstein equations
with a positive cosmological constant, coupled to appropriate matter fields. Global attractor here
meaning that, all solutions, in a generic class, become close to the de Sitter solution, near (null)
infinity. A stronger version of the conjecture emanates from the expectation that, in some cases, the
attractor is moreover asymptotically stable, meaning that all solutions, in the generic class, converge
to de Sitter, in some appropriate norm, as they approach infinity.1

Most of the previously referred results, directly or indirectly, provide a realization of the first
(weaker) version of the conjecture. Notably, the recent results of Fournodavlos [14], also concern-
ing the Einstein-scalar field system, but without symmetry assumptions, provide a very clear and
detailed description of the asymptotic behavior of solutions: in particular, they show that the space-
time metric of such solutions approaches, along a specific spacelike foliation, a metric that, near
infinity, can be made arbitrarily close to de Sitter metric, if we choose the initial data to also be
arbitrarily close to de Sitter.2

The asymptotically stable version of the conjecture has also seen some relevant developments
recently, propelled by a reformulation of the conjecture proposed, and very clearly formulated,
in [5]. The main insight of this new formulation can be seen as a weakening of the concept of
asymptotic stability, where one “only” demands that the approach to de Sitter happens along the
causal past of every observer (timelike curve) that reaches infinity. Although not as strong as a
version of cosmic no-hair where the approach to de Sitter happens uniformly, in a neighborhood
of infinity, this might correspond to a necessary compromise to truly capture, in full generality,

1It is well known that the Nariai solution provides a simple counterexample for these claims; but since this solution
is known to be unstable [13], cosmic no-hair is expected to hold generically.

2We refer to this excellent paper [14] for clarifications concerning all missing details.
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the generic asymptotic behavior of solutions to the Einstein equations with a positive cosmological
constant.3

In contrast to this latter trend, in this paper, we will present results where the (C2) asymptotic
stability of de Sitter is established uniformly in a neighborhood of infinity. This corresponds to
a particularly strong realization of the cosmic no-hair conjecture. Nonetheless, our results are
restricted to the spherically symmetric setting and explore the possibilities created by the Bondi
gauge which, in particular, provides a natural foliation of a neighborhood of null infinity in terms
of surfaces of constant area radius.4

Among the physically interesting source fields that we can couple to the Einstein equations
are scalar fields, which can be motivated by particle physics [3], but also by the fact that, in our
spherically symmetric setting, they provide extra dynamical degrees of freedom that mimic those
of vacuum in the non-symmetrical case.

Following the pioneering work of Christodoulou [12] on the analysis of the spherically symmetric
massless Einstein-scalar field system in Bondi coordinates, a series of papers has started in [7] with
the goal of analysing the system with a positive cosmological constant [8, 9, 10]. However, regarding
asymptotic stability, the end result of this series was restricted to a C0 analysis, which is manifestly
unsatisfactory. In fact, since the spacetime curvature involves second order derivatives of the metric,
a C2 analysis is important for a full geometric characterization of the spacetime. This is achieved
in the current paper.

As was already mentioned, the global existence and uniqueness, and the C0−asymptotic stability
of solutions to the Einstein-scalar field system was proved in [10] for small, spherically symmetric
initial data, with radial decay of O(r2−δ), δ > 0, along a characteristic initial surface. The main goal
of the current paper is to upgrade these results by showing the (uniform) C2−asymptotic stability of
solutions. It turns out that our techniques to control some second order derivatives seem to require
initial data with faster decay, that is O(r2−δ), with δ < 0. Therefore, a considerable amount of new
work (see Section 1.4) has to be done in order to revisit the global well-posedness results of [10] and
more so to control the asymptotic behavior of solutions and their derivatives up to second order.
By enlarging the set of initial data and doing a C2−asymptotic analysis we are also testing the
robustness of the methods developed in [10] to establish the C0 stability.

We will describe in section 1.4 the main technical challenges that emerge in this problem but,
before that, let us present the integro-differential system that we will be using throughout this
paper.

1.2 The Einstein-scalar field integro-differential system

Consider a Lorentzian 4-dimensional manifold (M, g) and a massless scalar field φ defined on M .
The Einstein-scalar field system with a cosmological constant Λ > 0 is given byRµν −

1

2
Rgµν + Λgµν = ∂µφ∂νφ−

1

2
gµνg

γρ∂γφ∂ρφ

�gφ = 0,
(1)

3An heuristic argument corroborating this view, based on solutions to the linear wave equation and the phenomena
of “cosmic silence”, was proposed in the introduction to [9]. Moreover, in this paper, a version of the conjecture at
hand was established in the context of spherically symmetric de Sitter black hole spacetimes.

4The fact that a natural choice of foliation, like the one provided by the Bondi gauge in spherical symmetry,
does not seem to exist for general solutions creates an obstacle to extend our results to the non-symmetrical setting.
See [32] for a discussion of this particular issue in a related context.
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where R is the Ricci scalar curvature, Rµν denotes the components of the Ricci tensor and gµν the
components of the metric g. Without loss of generality we will assume that Λ = 3. We consider
spherically symmetric spacetimes (M, g) with a metric in the so-called Bondi coordinates as

g = −f(u, r)f̃(u, r)du2 − 2f(u, r)dudr + r2σS2 , (2)

where σS2 = dθ2 + sin2(θ)dϕ2 is the metric on the 2-sphere and the coordinate ranges.5 are
(u, r) ∈ [0,+∞[×[0,+∞[. Then the system (1) becomes

1

f
∂rf =

r

2
(∂rφ)2

∂r(rf̃) = (1− 3r2)f

1

r

(
∂u −

f̃

2
∂r

)
∂r(rφ) =

1

2
∂rf̃∂rφ.

(3)

An important particular case of metric (2) is the de Sitter metric gdS given by the choice f(u, r) =
fdS(u, r) := 1 and f̃(u, r) = f̃dS(u, r) := 1− Λr2/3, i.e.

gdS = −
(
1− r2

)
du2 − 2dudr + r2σS2 . (4)

We recall that following [12] and setting

h := ∂r(rφ),

the system (3) can be reduced to the integro-differential equation

Dh = G(h− h̄), (5)

with the definitions
D :=∂u −

1

2
f̃∂r

G :=
1

2
∂rf̃

h̄(u, r) :=
1

r

∫ r

0
h(u, s)ds.

(6)

We will assume, without loss of generality, that f(u, 0) = 1 which corresponds to a rescaling of
the time coordinate u. In the following lemma we summarize some basic properties of the above
quantities.

5 In this paper we restrict ourselves to u ≥ 0 which corresponds to an expanding phase of spacetime. In our
framework using Bondi coordinates, u < 0 does not correspond to a contracting phase, in the usual sense (see Figure
1), nonetheless it could be worth a new separate study since it would provide a characterization of the whole I +,
which is of both mathematical and physical relevance [4]. We also note that there has been interesting works about
spacetimes in the contracting phase, including the study of the dynamics near Big Bang singularities, although in
coordinates different from ours, see e.g. [1, 15, 20]
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Lemma 1.1. If system (3) is satisfied, then the following hold:

h̄(u, r) = φ(u, r) (7)

∂rh̄ =
h− h̄
r

(8)

f(u, r) = exp

(
1

2

∫ r

0

(h(u, s)− h̄(u, s))2

s
ds

)
(9)

f̃(u, r) =
1

r

∫ r

0
(1− 3s2)f(u, s)ds = f̄(u, r)− 3

r

∫ r

0
s2f(u, s)ds (10)

G =
1

2r
(f − f̃ − 3r2f) =

1

2r
(f − f̄ +

3

r

∫ r

0
s2f(u, s)ds− 3fr2). (11)

It is known [7, 12] that if (g, φ) satisfy the system (1), then h defined by h = ∂r(rφ) satisfies
equation (5). Conversely, if h solves (5) then φ, f, f̃ satisfy (1) and are related to h by (7), (9), (10),
respectively.

If we now differentiate equation (5) with respect to r we obtain

∂u∂rh−
1

2
∂rf̃∂rh−

1

2
f̃∂2

rh =
1

2
∂2
r f̃(h− h̄) +

1

2
∂rf̃(∂rh− ∂rh̄).

Rearranging and using (8) we obtain

(D − 2G)(∂rh) = −J(∂rh̄), (12)

where
J := −r

2
∂2
r f̃ +

1

2
∂rf̃ .

By using the above definitions we arrive at the useful expression:

J = G− r∂rG = 3G+ 3rf − 1− 3r2

2
∂rf, (13)

which will be used later to estimate J .

1.3 Main results

Given δ ∈ R we define

δ+ =

{
δ, if δ > 0

0, if δ ≤ 0,
χ(δ) =

{
1, if δ = 0

0, if δ 6= 0,
H(δ) =

{
1, if δ > 0

0, if δ ≤ 0.
(14)

The following three theorems constitute the main results of this paper:

Theorem 1.1 (Global existence). Let −1 < δ < 1/2. Suppose that φ0 ∈ Ck+2([0,+∞[) satisfies

sup
r≥0

(
|∂r(rφ0)(r)|+ |(1 + r)2−δ∂2

r (rφ0)(r)|+ |(1 + r)3−δ∂3
r (rφ0)(r)|

)
<∞.

There exists some ε0 > 0 such that, when

sup
r≥0
|(1 + r)2−δ∂2

r (rφ0)(r)| < ε0, (15)
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then there exists a unique solution (M = R+
0 × R+

0 × S2, g, φ) to the Einstein-scalar field system
(1). Here (M, g) is a Ck+1 spherically symmetric spacetime in Bondi coordinates and φ ∈ Ck+1(M)
satisfies the initial condition

φ(0, r) = φ0(r), ∀r ≥ 0.

Theorem 1.2 (Estimates for the matter field). Under the conditions of Theorem 1.1, if we set Bondi
time to be the proper time of the observer at the center of symmetry, i.e. f(u, r = 0) ≡ 1, then there
exists a continuous function φ : [0,+∞[→ R which is differentiable in ]0,+∞[ and γ = γ(δ) > 0
such that

|φ(u, r, ω)− φ(u)| . logχ(δ)(e+ r)

(1 + r)1−δ+ e−(1+δ/2)u (16)

|∂rφ(u, r)| . logχ(δ)(e+ r)

(1 + r)2−δ+ e−(1+δ/2)u (17)

|∂uφ(u, r)| . (1 + r)δ
+

logχ(δ)(e+ r)e−(1+δ/2)u (18)

|∂2
rφ(u, r)| . logχ(δ)(e+ r)

(1 + r)3−δ+ e−(1+δ/2)u (19)

|∂2
uφ(u, r)| . (1 + r)1+δe−γu[log (e+ r)]4χ(δ)+1−H(δ) . (20)

Also, there exists φ(∞) ∈ R such that, given R > 0, if ε0 ≤ ε(R), with the latter sufficiently small,
then there exists a constant CR > 0 such that

sup
r≤R

(|φ(u, r)− φ(∞)|+ |∂rφ(u, r)|+ |∂2
rφ(u, r)|) ≤ CRe−2u. (21)

Remark 1.1. Note that the estimates for |∂uφ(u, r)| and |∂2
uφ(u, r)| do not show decay in r. This

is due to the fact that the vector field ∂u has a diverging norm, when r → +∞, in fact guu ∼ r2 in
that asymptotic regime.

Theorem 1.3 (C2 – asymptotic stability). Assume the conditions of Theorem 1.1. Let R� 1. Fix
Bondi time by imposing dû = f(u, r =∞)du. Then, there exists an orthonormal frame (eI)I=0,1,2,3,
in the {r > R} region of de Sitter spacetime, and a diffeomorphism mapping this region to the region
{r > R} in our spacetime such that, by writing gIJ(û, r) = g(eI , eJ) and gdSIJ := gdS(eI , eJ) = ηIJ , 6

we have

|gIJ(û, r)− gdSIJ | .
log2χ(δ)(e+ r)

(1 + r)2(1−δ+)
e−2(1−ε)(1+δ/2)û , (22)

where ε > 0 can be made arbitrarily small by decreasing the size of the initial data.
Furthermore, we have

|∂e0gIJ | .
[log(e+ r)]7χ(δ)+1−H(δ)

(1 + r)2−2δ+
e−(1+δ/2)(1−ε)û

|∂e1gIJ | .
[log(e+ r)]7χ(δ)+1−H(δ)

(1 + r)2−δ+−δ e−(1+δ/2)(1−ε)û
(23)

6Recall the usual convention η00 = −1, ηii = 1, for i = 1, 2, 3 and ηIJ = 0, if I 6= J .
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Σ2

I +

u
=

0

Σ1

I +

u
=

0

u
=
−∞

Figure 1: Left panel: Penrose diagram which depicts the characteristic initial surface u = 0 used
in our paper and two (spacelike) Cauchy surfaces Σ1 and Σ2: (i) The surface Σ1 has S3 topology
and is appropriate for the study of the future dynamics of a closed universe model. In this case
the evolution will determine the profile of the data at u = 0; (ii) Σ2 has R3 spatial topology and is
appropriate for the study of an open universe model. In such case the data on Σ2 and u = 0 can
be chosen “freely” to have the same decaying profile. Right panel: Penrose diagram depicting the
u ≤ 0 region of de Sitter spacetime in Bondi coordinates.

and, for −1 < δ < 0, there exists γ = γ(δ, ε) > 0 for which

|∂2
e1gIJ |, |∂e0∂e1gIJ | .

log2(e+ r)

(1 + r)2−δ e
−γû

|∂2
e0gIJ | .

log2(e+ r)

(1 + r)2
e−γû .

(24)

Moreover (M, g) is geodesically complete towards the future.

Remark 1.2. The previous theorem provides a surprisingly strong realization of the cosmic no-hair
conjecture by establishing that the spacetime metric of our solutions converges, uniformly in a
neighborhood of null infinity (r = +∞), to the de Sitter metric, in a C2 norm.

The proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3 can be found in Section 3, Section
4 and Section 5, respectively. By inspection of the presented results we see that, most of them,
improve when we have a faster initial radial decay rate, corresponding to δ < 0. These improvements
include, higher regularity of the scalar field at null infinity, asymptotic stability in a stronger C2

norm and faster spacetime radial decay rates, for all relevant quantities. Nonetheless, using a simple
domain of dependence argument, we can extend all these properties to an arbitrarily large domain
of all (global) solutions, even those starting from slower decaying initial data: To do that, assume
we are dealing with a solution emanating from data with decay parametrized by δ ∈ (−1, 1/2) and
for every R > 0, denote the initial null cone truncated at r = R by CR := {u = 0}∩ {r < R}. Now,
let R1 > R > R0, with R0 sufficiently large and depending on the value of ε0 in (15), and modify
the initial data by imposing a faster decaying rate of O(r2−δ1), with δ1 < 0, while preserving the
original data in CR1 . In view of our estimates for the ingoing light rays, established in Section 2.3,
we see that, by enlarging R1 − R if necessary, we have D+

δ (CR) ⊂ D+
δ1

(CR1), where D+
δ represents

8



I +

R0

R
R1

D+
δ (CR)

CR

D+
δ1

(CR1)

Figure 2: Penrose diagram showing the future domain of dependence D+
δ1

(CR1), corresponding to
the entire shaded region, and D+

δ (CR) corresponding to the light gray region only. In particular
D+
δ (CR) ⊂ D+

δ1
(CR1), where CR denotes the set {u = 0} ∩ {r < R}.

the future domain of dependence, seen as a subset of the (u, r) plane, with respect to the metric of
the original solution (with decay parametrized by δ) and D+

δ1
is the future domain of dependence of

the modified solution (with decay parametrized by δ1). See Figure 2. By uniqueness, both solutions
coincide in D+

δ (CR) and the desired result holds. For future reference we collect these conclusions
in the following:

Corollary 1.1. Under the conditions of Theorem 1.1, there exists R0 depending on the value of
ε0 in (15), such that, for all R > R0 and all δ1 ∈ (−1, 0), all the conclusions of Theorem 1.2 and
Theorem 1.3 hold in D+

δ (CR), with δ replaced by δ1.

Remark 1.3. The last discussion may raise the question of what is the “correct” initial radial decay
rate. The answer depends on the problem under consideration. If one is interested in solving a
Cauchy problem with (regular) initial data posed on a hypersurface with S3 topology (See Figure 1),
then our results suggest that this should evolve into characteristic data, posed in u = 0, with radial
decay rate with δ arbitrarily close to −1. But if one is interested in an open universe model with R3

topology, then the initial radial decay can be prescribed freely and, in that spirit, it is interesting to
study solutions with a wider range of initial decays which is, in essence, what we do.

1.4 Challenges and outline of the paper

The C2 stability analysis requires substantial new work with respect to the previous results in [10].
In particular we note that:

1. We require more general initial data than [10] with a wider range of radial decay. In particular,
δ is now allowed to be zero or negative, which corresponds to a faster decay. Note also that
the δ = 0 case introduces logarithmic factors in the estimates of most relevant quantities; a
nuisance that one has to deal with, in this particular case.

2. We need new estimates for some crucial quantities, for example for ∂rJ , where J is defined in
(13). This is now necessary, for example, in the existence proof of Theorem 1.1. In fact, in

9



order to close the contraction argument, one needs to propagate the faster decay rate of the
initial data (in our setup, this corresponds to the δ < 0 case) to the entire spacetime, which,
in turn, requires a more careful control of several key quantities.

3. We need to derive new estimates for the derivatives of the metric and related quantities up to
second order. As already discussed this translates into stronger asymptotic stability results
for the future attractor solution (the de Sitter solution).

4. We prove new differentiability properties of the asymptotic solution, up to and including
r = +∞, which corresponds to future null-infinity. However our differentiability proof requires
stronger initial decay rates than what was considered in [10]. Nonetheless, as already discussed,
using a simple domain of dependence argument, we can extend this property to all (global)
solutions, even those starting from slower decaying initial data.

The outline of the paper is as follows: In Section 2 we give preliminary estimates of some crucial
quantities as well as new estimates along the characteristics involving the new logarithmic terms.
In Section 3 we revisit the global existence results of [10] by including the more general decay. In
Section 4 we prove new global decay estimates for the matter and geometric quantities and establish
important asymptotic properties of the solutions such as its differentiability. Finally, in Section 5
we show the asymptotic convergence of the solutions to the de Sitter spacetime as well as their
C2−asymptotic stability.

2 A Priori Bounds

2.1 Basic estimates and norms

Consider U ∈ ]0,+∞], δ ∈ R and w : [0, U [×[0,+∞[→ R a continuous function. In what follows
we will make use of the norms

‖w(u, ·)‖
L∞,2−δr

:= sup
r≥0
|(1 + r)2−δw(u, r)|

and
‖w‖

L∞U L
∞,2−δ
r

:= sup
0≤u≤U

‖w(u, ·)‖
L∞,2−δr

.

As a matter of notation we will often write L∞r instead of L∞,0r .

Lemma 2.1. Let δ ∈]−∞, 1[. For a sufficiently regular function w we have

|w(u, r)− w̄(u, r)| ≤ C r logχ(δ)(e+ r)

(1 + r)2−δ+ ‖∂rw(u, ·)‖
L∞,2−δr

,

for some constant C = C(δ) > 0.

Proof. In general, for p ∈ R, we have

|w(u, r)− w̄(u, r)| = 1

r

∣∣∣∣∫ r

0
[w(u, r)− w(u, s)]ds

∣∣∣∣ =
1

r

∣∣∣∣∫ r

0

∫ r

s
∂rw(u, ρ)dρds

∣∣∣∣
≤ 1

r

∫ r

0

∫ r

s

1

(1 + ρ)p
dρds‖∂rw(u, ·)‖L∞,pr

.

10



In particular, when p = 0 we get

|w(u, r)− w̄(u, r)| ≤ r

2
‖∂rw(u, ·)‖L∞r . (25)

One can explicitly compute

1

r

∫ r

0

∫ r

s

1

(1 + ρ)2
dρds =

log(1 + r)

r
− 1

1 + r

to obtain
|w(u, r)− w̄(u, r)| ≤ A(r)

r log(e+ r)

(1 + r)2
‖∂rw(u, ·)‖

L∞,2r
, (26)

where

A(r) =
(1 + r)2

r log(e+ r)

[
log(1 + r)

r
− 1

1 + r

]
.

One can check that limr→∞A(r) = 1, so there is some r0 such that

r ≥ r0 =⇒ 0 ≤ A(r) ≤ 3

2
.

In particular from (26)

r ≥ r0 =⇒ |w(u, r)− w̄(u, r)| ≤3

2

r log(e+ r)

(1 + r)2
‖∂rw(u, ·)‖

L∞,2r
.

On the other hand, when 0 ≤ r ≤ r0, by continuity there is some C ′ such that

(1 + r)2

2 log(e+ r)
≤ C ′,∀r ∈ [0, r0].

Also, note that ‖∂rw(u, ·)‖L∞r ≤ ‖∂rw(u, ·)‖
L∞,2r

. Therefore, when 0 ≤ r ≤ r0 we have, using (25),

|w(u, r)− w̄(u, r)| ≤ r

2
‖∂rw(u, ·)‖L∞r ≤ C

′ r log(e+ r)

(1 + r)2
‖∂rw(u, ·)‖

L∞,2r
.

The result now follows with C = max{C ′, 3/2}. The proof for the cases 0 < δ < 1 and δ < 0 is
analogous.

2.2 Estimates for the crucial quantities G and J

Using Lemma 2.1 we have

(h(u, r)− h̄(u, r))2 ≤ C r
2 log2χ(δ)(e+ r)

(1 + r)4−2δ+
‖∂rh‖2L∞U L∞,2−δr

.

Throughout this paper we use the convention that the constant C may change from step to step.
To ease the notation we set

Xδ = ‖∂rh‖L∞U L∞,2−δr
.
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From (9), we get

1 ≤ f(u, r) = exp

(
1

2

∫ r

0

(h(u, s)− h̄(u, s))2

s
ds

)
≤ eCX2

δ ≤ 1 + εXδ , (27)

where εXδ denotes a positive expression such that εXδ → 0 as7 Xδ → 0. Hence there is some γ > 0
such that, if Xδ < γ, then f ≤ 2. Also from (9), we have 0 ≤ ∂rf = f(h− h̄)2/(2r), so we obtain

0 ≤ ∂rf ≤ C
r log2χ(δ)(e+ r)

(1 + r)4−2δ+
X2
δ . (28)

Proposition 2.1. Let δ ∈ [−1, 1/2[. Then, there is some γ > 0 such that, if Xδ < γ, the following
estimates hold: 8

G(u, r) ≤ −(1− εXδ)r (29)
|G(u, r)| ≤ (1 + εXδ)r (30)

|J(u, r)| . [log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ (31)

|∂rJ(u, r)| . [log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)2−2δ+
X2
δ , for r ≥ 1 , (32)

where δ+, χ(δ) and H(δ) are defined in (14).

Proof. The proof of (29) and (30) mimics the one in Lemma 1 of [10] by using (11) and (27) and
noting that, since ∂rf ≥ 0, we have

0 ≤ f − f̄ =
1

r

∫ r

0

∫ r

s
∂rf(u, ρ)dρds ≤ C 1

r

∫ r

0

∫ r

s

ρ log2χ(δ)(e+ ρ)

(1 + ρ)4−2δ+
X2
δ dρds

≤ C 1

r
X2
δ

∫ r

0

∫ r

s
ρdρds ≤ CX2

δ r
2.

So now we turn to (31). Since f is increasing in r, we get

|F (r)| :=
∣∣∣∣ 3

r2

∫ r

0
s2(f(u, s)− f(u, r))ds

∣∣∣∣ ≤ 3

r2

∫ r

0
s2(f(u, r)− f(u, s))ds.

For s < r there is some s < ρ < r such that f(u, r) − f(u, s) = ∂rf(u, ρ)(r − s). So, we have the
estimate

f(u, r)− f(u, s) ≤ Cρ log2χ(δ)(e+ ρ)

(1 + ρ)4−2δ+
X2
δ r ≤ C

r log2χ(δ)(e+ r)

(1 + s)3−2δ+
X2
δ .

7The use of the notation εXδ is similar to the usage of the little-o notation, in that it may represent different
expressions from step to step and even in different appearances in the same step.

8Here the notation X . Y means X ≤ CY , where C is a positive constant.
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We can now use this to get an estimate for F as

|F (r)| ≤ 3

r2

∫ r

0
s2C

r log2χ(δ)(e+ r)

(1 + s)3−2δ+
X2
δ ds = CX2

δ

log2χ(δ)(e+ r)

r

∫ r

0

s2

(1 + s)3−2δ+
ds

≤ CX2
δ

log2χ(δ)(e+ r)

r

[
(1−H(δ)) log(1 + r) +

H(δ)

2(1− δ+)(1− 2δ+)δ+

(
(1 + r)2δ+ − 1

)
− 1

2− 2δ+

r2

(1 + r)2−2δ+
+

1

(1− δ+)(2δ+ − 1)

r

(1 + r)1−2δ+

]
≤ CX2

δ

(1 + r)2δ+ [log(e+ r)]2χ(δ)+1−H(δ)

r
.

For r ≥ 1 we have 1/r ≤ 2/(1 + r), and so

|F (r)| ≤ C [log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ , r ≥ 1.

On the other hand, for 0 < r ≤ 1,

|F (r)| ≤ 3

r2

∫ r

0
s2(f(u, r)− f(u, s))ds

≤ 1

r2

∫ r

0
s2(eCX

2
δ − 1)ds . (eCX

2
δ − 1)r .

[log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ ,

where here the implicit constant depends on γ and δ. Therefore,

|F (r)| ≤ C [log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ , ∀r > 0.

Now, using (28), we see that
‖∂rf‖L∞U L∞,2−δr

≤ CX2
δ ,

hence
1

r
|f − f̄ | ≤ C logχ(δ)(e+ r)

(1 + r)2−δ+ ‖∂rf‖L∞U L∞,2−δr
≤ C [log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ

as well as

r2∂rf ≤ C
r3 log2χ(δ)(e+ r)

(1 + r)4−2δ+
X2
δ ≤ C

[log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ .

Combining these estimates with (11) and (13) we get

|J | ≤ 3

2r
|f − f̄ |+ 3

2
|F (r)|+ |1− 3r2|

2
∂rf ≤ C

[log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
X2
δ .

Finally we turn our attention to ∂rJ which, using (13), can be written as

∂rJ =
3

2r

(
∂rf − ∂rf̄ −

f − f̄
r
− 2F (r)− r2∂rf

)
+

3r2 + 1

4r2
f(h− h̄)2

+
3r2 − 1

4r

(
∂rf(h− h̄)2 + 2f(h− h̄)(∂rh− ∂rh̄)

)
.

(33)

Then using the estimates we’ve seen above we get estimate (32), for r ≥ 1 and γ small enough.
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2.3 Estimates along the characteristics

We now consider the estimates along the characteristics of (5), which we denote by χ(u) =
χ(u;u1, r1) = (u, r(u;u1, r1)), where r is the unique solution to

dr

du
= −1

2
f̃(u, r), (34)

such that r(u1) = r1. To obtain estimates for these solutions we can estimate f̃ . Using (10) and
(27) we have

1− (1 + εXδ)r
2 ≤ f̃(u, r) ≤ 1 + εXδ − r

2. (35)

From this observation we can easily show the next useful result:

Lemma 2.2. Consider a characteristic χ(u) = (u, r(u;u1, r1)) with r1 ≥ R. For Xδ small enough
and R large enough we have that

2(1− εXδ,R)

r(u)2

dr

du
≤ 1 =

2

−f̃(u, r(u))

dr

du
≤

2(1 + εXδ,R)

r(u)2

dr

du
, for u ∈ [uR, u1], (36)

where uR = max({u ∈ [0, u1] : r(u) = R} ∪ {0}) and where 9 εXδ,R > 0 represents a quantity which
goes to zero as Xδ → 0 and R → ∞. Moreover, the expression εXδ,R on the left hand side of (36)
can be chosen so that r1 ≥ (1− εXδ,R)(1 + r1).

Now we recall that in [7] it was established:

Lemma 2.3. Consider a characteristic χ(u) = (u, r(u;u1, r1)), with r1 > R. For R > 0 large
enough we have

r(u) ≥ (1− εXδ) coth

(
1 + εXδ

2
(c− − u)

)
,∀u ≤ u1,

where c− is chosen such that

r1 = (1− εXδ) coth

(
1 + εXδ

2
(c− − u1)

)
.

Using the previous lemmas we will now show a generalisation of Lemma 2 of [10] by including
an extra log factor. This result will be crucial in what follows as it represents a gain of a unit power
of polynomial decay for our estimates.

Proposition 2.2. Let m > 0, k ≥ 0 and 0 < p < 2m− 1. Then, there exist γ,C > 0 such that, if
Xδ < γ, then∫ u1

0

logk(e+ r(u))

(1 + r(u))p
em

∫ u1
u G(s,r(s;u1,r1))dsdu ≤ C logk(e+ r1)(1 + u1)

(1 + r1)p+1
, for u1 ≤ U. (37)

Proof. The proof is analogous to that of Lemma 2 of [10] so we just summarize some differences.
Since the function

logk(e+ r)

(1 + r)p

9The use of the notation εXδ,R mirrors that of εXδ .
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is continuous on [0,∞[ with a finite limit as r → ∞, it must be bounded over [0,∞[. So we have,
for γ small enough,∫ u1

0

logk(e+ r(u))

(1 + r(u))p
em

∫ u1
u Gdsdu ≤

∫ u1

0

logk(e+ r(u))

(1 + r(u))p
du . u1.

Then, the estimate (37) follows for r1 ≤ R, for a sufficiently large R.
In the case r1 ≥ R we use similar estimates as in Lemma 2 of [10] together with Lemma 2.2 and

Lemma 2.3 to get∫ uR

0

logk(e+ r(u))

(1 + r(u))p
em

∫ u1
u Gdsdu ≤

1 + εXδ,R

(1 + r1)2m(1−εXδ )

∫ uR

0
logk(e+ r(u))(1 + r(u))

2m(1−εXδ,R )−p
du

. logk(e+ r)(1 +R)
2m(1−εXδ,R )−p (1 + r1)p+1

(1 + r1)2m(1−εXδ )

uR
(1 + r1)p+1

.
1 + u1

(1 + r1)p+1
,

with uR as defined in Lemma 2.2. Finally,∫ u1

uR

logk(e+ r)

(1 + r)p
em

∫ u1
u Gdsdu ≤

2(1 + εXδ,R)

(1− εXδ,R)(1 + r1)
2m(1−εXδ,R )

∫ r1

r(uR)
logk(e+ r)(1 + r)

2m(1−εXδ,R )−p−2
dr

.
logk(e+ r1)

(1 + r1)
2m(1−εXδ,R )

(1 + r1)
2m(1−εXδ,R )−p−1

.
logk(e+ r1)(1 + u1)

(1 + r1)p+1
,

which concludes the proof.

3 Global existence of classical solutions

In this section we generalise the global existence results of [10] which were valid only for 0 < δ < 1/2.
The strategy of the proofs are similar but harder since new log terms appear in some crucial
expressions and sharper estimates are necessary. Furthermore, new estimates for ∂rJ are necessary
in order to close the iteration method.

3.1 Local existence results

We begin by stating a local existence theorem whose proof can be found in appendix A of [10].

Theorem 3.1. Given τ0 > 0 and h0 ∈ Ck([0, τ0]), k ∈ N, there exists a positive

τ = τ

(
sup

0≤r≤τ0
|h0(r)|, sup

0≤r≤τ0
|h′0(r)|

)
≤ τ0

and a unique solution h ∈ Ck([0, τ ]2) to{
Dh = G(h− h̄)

h(0, r) = h0(r).
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We will now use this theorem together with the estimates we saw in the previous section to
prove the existence of a solution to the Einstein-massless scalar field system that is local in Bondi
time but global in radius. The main result of this subsection is:

Theorem 3.2. Let −1 ≤ δ < 1/2 and k ∈ N. Suppose that h0 ∈ Ck+1([0,∞[)∩L∞([0,∞[) satisfies

‖h′0‖L∞,2−δr
<∞ and ‖h′′0‖L∞,3−δr

<∞.

Then, there exists γ > 0 independent of h0 such that, when

‖h′0‖L∞,2−δr
≤ γ,

there exists U = U(γ, δ) > 0 and a unique solution h ∈ Ck+1([0, U ]× [0,∞[) to

Dh = G(h− h̄)

h(0, r) = h0(r).
(38)

Moreover, ‖∂rh‖L∞U L∞,2−δr
can be made as small as we want by decreasing γ.

The proof of this theorem is summarised at the end of this section and follows from the coming
Proposition 3.1, Proposition A.1 and from recycling some parts of the proof of Theorem 2 in [10].
The proof is based on showing that a certain sequence (hn) defined below contracts in L∞U L

∞
r . We

now explain how we construct this sequence. Following [10] we define the functions:

fn = exp

(
1

r

∫ r

0

(hn − h̄n)2

s
ds

)
(39)

f̃n =
1

r

∫ r

0
(1− 3s2)fn(u, s)ds (40)

Gn =
1

2
∂rf̃n (41)

Jn = Gn − r∂rGn. (42)

We consider also the operator

Dn =
∂

∂u
− f̃n

2

∂

∂r

and its corresponding characteristics χn(u) = (u, rn(u;u1, r1)), where rn is the unique solution to

drn
du

= −1

2
f̃n(u, rn(u))

with rn(u1) = r1. Now we define hn as

hn(u, r) = hU (u, 0) +

∫ r

0
wn(u, s)ds, (43)

where hU is the unique solution to (38) which, according to Theorem 3.1, exists for small enough
U , and where wn is the sequence defined recursively by setting w1(u, r) = h′0(r) and defining wn+1

to be the solution to {
Dnwn+1 = 2Gnwn+1 − Jn hn−h̄nr

wn+1(0, r) = h′0(r).
(44)
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So, we will start by showing that for small enough initial data, the sequences (hn), (wn) and (∂rwn)
are bounded uniformly in n, in appropriate spaces. First we observe that by integrating (44) the
following relations hold:

wn+1(u1, r1) = h′0(rn(0))e
∫ u1
0 2Gnds −

∫ u1

0

Jn(u, rn(u))(hn − h̄n)(u, rn(u))

rn(u)
e
∫ u1
u 2Gndsdu

∂rwn+1(u1, r1) = h′′0(rn(0))e
∫ u1
0 3Gnds + 2

∫ u1

0
∂rGnwn+1e

∫ u1
u 3Gndsdu

−
∫ u1

0
∂rJn

hn − h̄n
rn

e
∫ u1
u 3Gndsdu+

∫ u1

0

Jn
rn

[
2
hn − h̄n
rn

− wn
]
e
∫ u1
u 3Gndsdu.

(45)

The next proposition generalises Lemma 3 of [10], nevertheless its proof is more delicate as now the
integrals involving J have to be estimated in different regions of the characteristics and, furthermore,
shaper estimates for ∂rJ are needed due to the more general decay considered for the initial data.

Proposition 3.1. Under the same assumptions as in Theorem 3.2, there exists some x′0 > 0 such
that, if

‖h′0‖L∞,2−δr
≤ x′0,

then there are constants C, x′, x′′ > 0 for which

‖hn‖L∞U L∞r ≤ sup
0≤u≤U

|hU (u, 0)|+ Cx′

‖wn‖L∞U L∞,2−δr
≤ x′

‖∂rwn‖L∞U L∞,3−δr
≤ x′′,

(46)

uniformly on n ∈ N. Furthermore, x′ can be made as small as we want by decreasing x′0 and
similarly x′′ can be made as small as needed by decreasing both x′0 and ‖h′′0‖L∞,3−δr

.

Proof. The proof is done by induction on n. For n = 1 we have w1(u, r) = h′0(r), so ‖w1‖L∞U L∞,2−δr
=

‖h′0‖L∞,2−δr
=: x′0. Also, ∂rw1(u, r) = h′′0(r) and thus ‖∂rw1‖L∞U L∞,3−δr

= ‖h′′0‖L∞,3−δr
=: x′′0. If we set

b0 = sup
0≤u≤U

|hU (u, 0)|,

we also have

|h1(u, r)| ≤ b0 +

∫ r

0
(1 + s)2−δ|w1(u, s)| 1

(1 + s)2−δ ds ≤ b0 + Cx′0 .

Therefore the result holds for n = 1. Now we suppose that the result holds for some n ∈ N, i.e. we
have the estimates

‖hn‖L∞U L∞r ≤ b0 + Cx′

‖wn‖L∞U L∞,2−δr
≤ x′

‖∂rwn‖L∞U L∞,3−δr
≤ x′′,
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for some constants x′, x′′ to be fixed below. First we note that

|hn+1(u, r)| ≤ b0 +

∫ r

0
|wn+1(u, s)|ds (47)

≤ b0 + ‖wn+1‖L∞U L∞,2−δr

∫ r

0

1

(1 + s)2−δ ds (48)

≤ b0 + C‖wn+1‖L∞U L∞,2−δr
, (49)

so the estimate for hn+1 follows from the estimate for wn+1. Now we turn to the estimation of
‖wn+1‖L∞U L∞,2−δr

. Using (45) we see that

|wn+1(u1, r1)| ≤ A1 +A2,

where

A1 = |h′0(rn(0))|e
∫ u1
0 2Gnds (50)

A2 =

∫ u1

0

|Jn(hn − h̄n)|
rn

e
∫ u1
u 2Gndsdu. (51)

We now estimate these individually. For A1 we can apply Proposition 2.2, in view of the induction
hypothesis, possibly by decreasing the value of x′, and then use (37) with η small enough to obtain

(1 + r1)2−δA1 . (1 + r1)2−δ|h′0(rn(0))|
(

1 + rn(0)

1 + r1

)4−η

. (1 + rn(0))2−δ|h′0(rn(0))|
(

1 + rn(0)

1 + r1

)2−η+δ

. ‖h′0‖L∞,2−δr

(
1 + rn(0)

1 + r1

)2−η+δ

. x′0

(
1 + rn(0)

1 + r1

)2−η+δ

.

Noting that for rn(0) large, r(u) is increasing in u we see that the sequence (1 + rn(0))/(1 + r1) is
bounded uniformly on n and r1, so

(1 + r1)2−δA1 . x
′
0 .

To estimate A2 we use Proposition 2.1 and Proposition 2.2 to get

(1 + r1)2−δA2 . (1 + r1)2−δ(x′)3

∫ u1

0

[log(e+ rn)]3χ(δ)+1−H(δ)

(1 + rn)3−3δ+
e
∫ u1
u 2Gndsdu

. (1 + r1)2(x′)3 [log(e+ r1)]3χ(δ)+1−H(δ)

(1 + r1)4−3δ+−η (1 + u1) . (x′)3.

In this way we have
‖wn+1‖L∞U L∞,2−δr

. x′0 + (x′)3. (52)

We now turn our attention to estimating the norm of ∂rwn+1. To this end we use (45) to obtain

|∂rwn+1(u1, r1)| ≤ B1 +B2 +B3 +B4,
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where
B1 = |h′′0(rn(0))|e

∫ u1
0 3Gnds

B2 = 2

∫ u1

0
|∂rGn||wn+1|e

∫ u1
u 3Gndsdu

B3 =

∫ u1

0
|∂rJn|

|hn − h̄n|
rn

e
∫ u1
u 3Gndsdu

B4 =

∫ u1

0

|Jn|
rn

[
2
|hn − h̄n|

rn
+ |wn|

]
e
∫ u1
u 3Gndsdu.

(53)

At this point we estimate these individually. Note again that, using the induction hypothesis, we
may apply Proposition 2.1 and Proposition 2.2, reducing the value of x′ if needed. First we estimate
B1 as

(1 + r1)3−δB1 =
(1 + r1)3−δ

(1 + rn(0))3−δ (1 + rn(0))3−δ|h′′0(rn(0))|e
∫ u1
0 3Gnds

. x′′0
(1 + r1)3−δ

(1 + rn(0))3−δ

(
1 + rn(0)

1 + r1

)6−η

. x′′0

(
1 + rn(0)

1 + r1

)3−η+δ

. x′′0.

Now before estimating B2 we first observe some facts:

1. Since |fn| . 1, we have that

|∂rfn| =
∣∣∣∣fn(hn − h̄n)2

2rn

∣∣∣∣ . rn log2χ(δ)(e+ rn)

(1 + rn)4−2δ+
(x′)2.

2. From Proposition 2.1 we know that |Gn| . rn, so

|Gn|
rn
. 1.

3. Using (13),

|Jn|
rn
≤ 3
|Gn|
rn

+ 3|fn|+
1 + 3r2

n

2rn
|∂rfn| . 1 + 1 +

log2χ(δ)(e+ rn)

(1 + rn)2−2δ+
(x′)2 . 1.

4. Putting these estimates together and noting that ∂rGn = (Gn − Jn)/rn we obtain

|∂rGn||wn+1| = (1 + rn)2−δ|wn+1|
|∂rGn|

(1 + rn)2−δ .
x′0 + (x′)3

(1 + rn)2−δ .

Now we can use Proposition 2.2 to estimate B2 as

(1 + r1)3−δB2 . (1 + r1)3−δ(x′0 + (x′)3)

∫ u1

0

1

(1 + rn)2−δ e
∫ u1
u 3Gndsdu

. (1 + r1)3−δ(x′0 + (x′)3)
1 + u1

(1 + r1)3−δ . x
′
0 + (x′)3.
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Next we estimate B4. To do this we split the integral in two parts.
Let Ω≤1 = {u ∈ [0, u1] : rn(u) ≤ 1} and Ω>1 = {u ∈ [0, u1] : rn(u) > 1}. If u ∈ Ω≤1 we have

|Jn|
rn

|hn − h̄n|
rn

+
|Jn|
rn
|wn| .

logχ(δ)(e+ rn)

(1 + rn)2−δ+ x′ +
x′

(1 + rn)2−δ

.
logχ(δ)(e+ rn)(1 + rn)δ

+−δ

(1 + rn)2−δ x′ +
x′

(1 + rn)2−δ .
x′

(1 + rn)2−δ .

On the other hand, when u ∈ Ω>1 we will use estimate (31) for Jn. This is in contrast to what is
done in [10], where such care was unnecessary. In this case we obtain,

|Jn|
rn

|hn − h̄n|
rn

+
|Jn|
rn
|wn| .

[log(e+ rn)]3χ(δ)+1−H(δ)

(1 + rn)4−3δ+
(x′)3.

Equipped with these estimates and using Proposition 2.2, we see that

(1 + r1)3−δB4 = (1 + r1)3−δ

(∫
Ω≤1

|Jn|
rn

[
2
|hn − h̄n|

rn
+ |wn|

]
e
∫ u1
u 3Gndsdu

+

∫
Ω>1

|Jn|
rn

[
2
|hn − h̄n|

rn
+ |wn|

]
e
∫ u1
u 3Gndsdu

)
. (1 + r1)3−δ

(
x′
∫ u1

0

1

(1 + rn)2−δ e
∫ u1
u 3Gndsdu+ (x′)3

∫ u1

0

[log(e+ rn)]3χ(δ)+1−H(δ)

(1 + rn)4−3δ+
e
∫ u1
u 3Gndsdu

)

. (1 + r1)3−δ

(
x′

1 + u1

(1 + r1)3−δ + (x′)3 [log(e+ r1)]3χ(δ)+1−H(δ)

(1 + r1)5−3δ+
(1 + u1)

)
. x′ + (x′)3.

Finally, we estimate B3 using an analogous splitting as above. Note that we have

|∂rJn| =
∣∣∣∣3∂rGn + 3fn + 3r∂rfn − ∂rfn

1− 3r2

4r
(hn − h̄n)2 + fn

1 + 3r2

4r2
(hn − h̄n)2

−fn
1− 3r2

2r
(hn − h̄n)

(
wn −

hn − h̄n
r

)∣∣∣∣ . 1.

So, for u ∈ Ω≤1 we have the estimate

|∂rJn|
|hn − h̄n|

rn
.

logχ(δ)(e+ rn)

(1 + rn)2−δ x′ .
log(e+ 1)

(1 + rn)2−δ x
′ .

x′

(1 + rn)2−δ .

On the other hand, if u ∈ Ω>1 we can use (32). We remark that the estimate (32) is sharper than
the estimate used in [10], when r ≥ 1. While in [10] this wasn’t necessary, here it is crucial. We
then have

|∂rJn|
|hn − h̄n|

rn
.

[log(e+ rn)]3χ(δ)+1−H(δ)

(1 + rn)4−3δ+
(x′)3.
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With these estimates we get

(1 + r1)3−δB3 = (1 + r1)3

(∫
Ω≤1

|∂rJn|
|hn − h̄n|

rn
e
∫ u1
u 3Gndsdu+

∫
Ω>1

|∂rJn|
|hn − h̄n|

rn
e
∫ u1
u 3Gndsdu

)

. (1 + r1)3−δ

(
x′
∫ u1

0

1

(1 + rn)2−δ e
∫ u1
u 3Gndsdu+ (x′)3

∫ u1

0

[log(e+ rn)]3χ(δ)+1−H(δ)

(1 + rn)4−3δ+
e
∫ u1
u 3Gndsdu

)

. (1 + r1)3−δ

(
x′

1 + u1

(1 + r1)3−δ + (x′)3 [log(e+ r1)]3χ(δ)+1−H(δ)(1 + u1)

(1 + r1)5−3δ+

)
. x′ + (x′)3.

Putting these estimates together we see that

‖∂rwn+1‖L∞U L∞,3−δr
. x′′0 + x′0 + x′ + (x′)3. (54)

Denote by C1 the constant implicit in (52) and by C2 the one implicit in (54). Since these constants
do not depend on n we can choose x′0 and x′ to be small enough such that C1(x′0 + (x′)3) ≤ x′.
Moreover, these can be chosen so that x′0 ≤ x′ and x′ can be made smaller by decreasing x′0. With
these choices we now put x′′ := max{C2(x′′0 + x′0 + x′ + (x′)3), x′′0}. So we get

‖hn+1‖L∞U L∞r ≤ sup0≤u≤U |hU (u, 0)|+ Cx′

‖wn+1‖L∞U L∞,2−δr
≤ x′

‖∂rwn+1‖L∞U L∞,3−δr
≤ x′′,

thus concluding the induction step.

Proof of Theorem 3.2. From Proposition A.1 in the appendix we see that (hn)n defined above con-
verges uniformly to some continuous function h : [0, U ] × [0,∞[→ R. Using estimates similar to
those we’ve already deduced in Proposition 3.1 one can show that the sequences (fn), (f̃n), (Gn) and
(Jn) converge uniformly to functions f, f̃ , G, J , where the convergence fn → f is over [0, U ]× [0,∞[,
whereas the others converge uniformly over all intervals of the form [0, U ] × [0, R]. Moreover, the
characteristics rn( · ;u1, r1) also converge uniformly over [0, U ]× [0, R] to characteristics r( · ;u1, r1)
of D = ∂u − f̃∂r/2. We can now use a uniqueness result and methods analogous to those of
Proposition 2 of [10] to finish the proof of Theorem 3.2.

3.2 Global existence of the solutions in time and radius

Theorem 3.3. Let −1 < δ < 1/2 and suppose that h0 ∈ Ck+1([0,∞[) ∩ L∞([0,∞[), k ∈ N, is such
that h′0 ∈ L∞,2−δ([0,∞[) and h′′0 ∈ L∞,3−δ([0,∞[). In this case, there exists some x̃0 > 0 such that,
if

‖h′0‖L∞,2−δr
≤ x̃0

then the problem {
Dh = G(h− h̄)

h(0, r) = h0(r)
(55)

has a unique solution h ∈ Ck+1([0,∞[×[0,∞[).
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Proof. Taking into account the results of the previous section, the proof of this theorem now follows
from using a strategy similar to the proof of Theorem 3 of [10] with small modifications. So we just
give a brief sketch of the proof while providing results that will be used in the sequel.

Let −1 < δ < 1/2 and consider h0 in the same conditions as in Theorem 3.2. According
to Theorem 3.2 there is some γ > 0 such that, if ‖h′0‖L∞,2r

≤ γ, then the system (55) has a
unique solution h ∈ Ck+1([0, U ] × [0,∞[), for some U > 0. Now consider some x̃0 < γ and
suppose that ‖h′0‖L∞,2−δr

≤ x̃0. Then we obtain some Ũ = Ũ(x̃0) coming from Theorem 3.2.
Here we define U∗ ∈ [Ũ ,∞] to be the maximal time of existence of solutions. So there is some
h ∈ Ck+1([0, U∗[×[0,∞[) satisfying (55).

Note that, if we take the derivative with respect to r of the differential equation in (55), then
consider it along the characteristics (u, r(u;u1, r1)), multiply it by an appropriate integrating factor
and then integrate in u we obtain

∂rh(u1, r1) = h′0(r(0))e
∫ u1
0 2Gds −

∫ u1

0

J

r
(h− h̄)e

∫ u1
u 2Gdsdu,

where (u1, r1) ∈ [0, U∗[×[0,∞[. The proof of global existence of solutions is now based on providing
estimates on the energy function

ER(u) = sup
r∈[0,R]

|(1 + r)2−δ∂rh(u, r)|,

for a fixed R � 1. Since the supremum is being taken over a compact set, ER is continuous. In
particular, the set

UR = {u1 ∈ [0, U∗[: sup
u∈[0,u1]

ER(u) ≤ x′}

is closed, where x′ ∈]x̃0, γ[ is specified during the proof (see [10]). It is also clearly non-empty
(0 ∈ UR) by our assumption on ‖h′0‖L∞,2−δr

. The goal of the proof is to show that this set is also
open (in the relative topology) and therefore equal to [0,+∞[. To do that we show that for u1 ∈ UR
we can improve the estimate ER(u1) ≤ x′. An important point is that for u1 ∈ UR, using an
argument analogous to that of Lemma 2.3, one can show that there is some

r−c = 1− εx′ (56)

such that if r1 > r−c then r(u;u1, r1) > r−c for u ≤ u1, and if r1 ≤ r−c then

r(u) ≥ (1− εx′) tanh

(
1 + εx′

2
(c− − u)

)
,

which allows us to provide estimates for small values of r. From this we obtain

−
∫ u1

u
r(v)dv ≤ −(1− εx′)

∫ u1

u
tanh

(
1 + εx′

2
(c− − v)

)
dv ≤ 2(1− εx′) log

(
2e

1+εx′
2

(u−u1)

)
.

So, for r1 ≤ r−c we have that

e
∫ u1
u 2G(s,r(s))ds ≤ e−2

∫ u1
u (1−εx′ )rds . e2(1−εx′ )(u−u1). (57)
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In this way we see that, for r1 ≤ r−c ,

|(1 + r1)2−δ∂rh(u1, r1)| ≤ (1 + r1)2−δ|h′0(r(0))|e
∫ u1
0 2Gds + (1 + r1)2−δ

∫ u1

0

|J |
r
|h− h̄|e

∫ u1
u 2Gdsdu

. ER(0)e−2(1−εx′ )u1 + x′
∫ u1

0

[log(e+ r)]3χ(δ)+1−H(δ)

(1 + r)3−3δ+
ER(u)e2(1−εx′ )(u−u1)du

. ER(0)e−2(1−εx′ )u1 + x′
∫ u1

0
ER(u)e2(1−εx′ )(u−u1)du,

where we used the fact that r(u) . 1 for u ≤ u1 < U∗ in the case when r1 < r−c , which follows from
estimate (30) of [7]. In this way we can take R large enough so that r(u) ≤ R, 0 ≤ u ≤ u1. Also,
in the second step we used a modified version of Lemma 2.1 for r ∈ [0, R] instead of r ∈ [0,∞[. In
turn, the proof for case r1 > r−c follows the steps of section 7 of [10].

We now have the necessary new estimates to conclude the proof using the argument presented
in [10]. In fact, by Grönwall’s inequality we can now show that, by decreasing x′ if necessary, there
exist constants C1, H1 > 0 such that

ER(u1) ≤ C1x̃0e
−H1u1 .

Then we choose x̃0 so that C1x̃0 ≤ x′/2, to obtain ER(u1) ≤ x′/2. This implies that UR is open in
[0, U∗[. By connectedness it follows that UR = [0, U∗[. Since our last estimate is independent of R,
we can show that

‖∂rh(u, ·)‖
L∞,2−δr

≤ x′ < γ, ∀u ∈ [0, U∗[ ,

from which we can then conclude, using Theorem 3.2, that U∗ =∞ and global existence follows.

4 Improved decay and global properties of the solutions

The goal of this section is to prove Theorem 1.2. We divide the proof in three steps where we
estimate the solution h of the integro-differential system along side with the solution φ of the
original system and its derivatives up to second order.

4.1 Preliminary decay estimates

We start by proving decay properties of solutions to the integro-differential problem (55):

Lemma 4.1. Under the assumptions of Theorem 3.3:

‖∂rh(u, ·)‖
L∞,2−δr

. e−(1+δ/2)u (58)

and
|∂2
rh(u, r)| . e−(1+δ/2)u, for 0 ≤ r ≤ r−c , (59)

where r−c was defined in (56). Also, given R > 0, if x̃0 ≤ x(R), with x(R) small enough, then there
exist constants CR, Cr−c > 0 such that

sup
r≤R
|∂rh(u, r)| ≤ CRe−2u, and (60)

sup
r≤r−c

|∂2
rh(u, r)| ≤ Cr−c e

−2u. (61)
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Moreover there exists h(∞) such that

|h(u, r)− h(∞)| ≤ CRe−2u, (62)

where r ≤ R.

Proof. The proof of (58) and (60) follows a similar strategy as in the proof of Theorem 3 of [10]
with small changes so we omit the details.

Now let us establish estimate (59). From (45) we have

∂2
rh(u1, r1) =h′′0(r(0))e

∫ u1
0 3G(s,r(s))ds + 2

∫ u1

0
∂rG(u, r(u))∂rh(u, r(u))e

∫ u1
u 3G(s,r(s))dsdu

−
∫ u1

0
∂rJ(u, r(u))

h− h̄
r

(u, r(u))e
∫ u1
u 3G(s,r(s))dsdu

+

∫ u1

0

J(u, r(u))

r(u)

[
2
h− h̄
r
− ∂rh

]
(u, r(u))e

∫ u1
u 3G(s,r(s))dsdu,

(63)

and write
|∂2
rh(u1, r1)| . I1 + 2I2 + I3 + I4,

where
I1 = |h′′0(r(0))e

∫ u1
0 3Gds

I2 =

∫ u1

0
|∂rG||∂rh|e

∫ u1
u 3Gdsdu

I3 =

∫ u1

0
|∂rJ |

|h− h̄|
r

e
∫ u1
u 3Gdsdu

I4 =

∫ u1

0

|J |
r

(
|h− h̄|
r

+ |∂rh|
)
e
∫ u1
u 3Gdsdu.

(64)

From (57) we obtain for small r

I2 .
∫ u1

0

e−(1+δ/2)u

(1 + r)2−δ e
3(1−εx′ )(u−u1)du . e−3u1(1−εx′ )

∫ u1

0
e[−(1+δ/2)+3(1−εx′ )]udu . e−(1+δ/2)u1 .

Similarly, we have

I3 .
∫ u1

0

logχ(δ)(e+ r)

(1 + r)2−δ+ e−(1+δ/2)ue
∫ u1
u 3Gdsdu .

∫ u1

0
e−(1+δ/2)ue3(1−εx′ )(u−u1)du . e−(1+δ/2)u1 .

These two estimates imply
I4 . e

−(1+δ/2)u1 .

Finally,
I1 . (1 + r(0))3−δ|h′′0(r(0))|e−3(1−εx′ )u1 . e−(1+δ/2)u1 .

Hence, we see that estimate (59) holds. An analogous argument can be used to prove estimate (61).
Now for r ≤ R, Theorem 3.3 implies that

|∂uh| = |Dh+
1

2
f̃∂rh| ≤ |G(h− h̄)|+ 1

2
|f̃ ||∂rh|

. (1 + εXδ)
r2

2
sup
r≤R
|∂rh(u, r)|+ 1

2
|f̃ | sup

r≤R
|∂rh(u, r)| . CRe−2u.
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Since exp(−2u) is integrable in [0,+∞[, it follows that the limit of h(u, r), as u→ +∞, exists and
is equal to

h(0, r) +

∫ +∞

0
∂uh(u, r)du =: h(∞, r), for r ≤ R.

For r1 ≤ r2 ≤ R we have

|h(u, r1)− h(u, r2)| ≤
∫ r2

r1

|∂rh(u, ρ)|dρ . CRe−2u.

Taking the limit as u → +∞ we see that h(∞, r1) = h(∞, r2). So, actually h(∞, r) ≡ h(∞), for
r ≤ R. Moreover,

|h(u, r)− h(∞)| ≤
∫ +∞

u
|∂uh(s, r)|ds ≤ CR

∫ +∞

u
e−2sds = CRe

−2u (65)

and then (62) follows.

Lemma 4.2. There is some γ = γ(δ) > 0 so that we have the estimates

|∂2
urh| . 1

(1+r)1−δ
[log(e+ r)]3χ(δ)+1−H(δ)e−γu (66)

|∂2
rh| . 1

(1+r)3−δ
[log(e+ r)]3χ(δ)+1−H(δ)e−γu (67)

|∂2
uh| . (1 + r)1+δe−γu[log(e+ r)]4χ(δ)+1−H(δ). (68)

Proof. By the definition of D we have that ∂uh = Dh+ f̃∂rh/2 = G(h− h̄) + f̃∂rh/2. Therefore,

∂r∂uh = ∂rG(h− h̄) + 2G∂rh−G
h− h̄
r

+
1

2
f̃∂2

rh = 2G∂rh− J
h− h̄
r

+
1

2
f̃∂2

rh,

where we used ∂rG = (G− J)/r.
So far we have useful estimates for all the terms of the previous equation except for ∂2

rh. We may
use (63) and (64) and estimate separately each term I1, I2, I3 and I4. From the proof of Theorem
3.3 we have that

em
∫ u1
u G(s,r(s))ds . em(1−ε)(u−u1),

for some ε > 0. Using this together with Proposition 2.2, we find uniform estimates in r and u as

I1 .
1

(1 + r(0))3−δ e
∫ u1
0 3qGdse

∫ u1
0 3(1−q)Gds .

1

(1 + r(0))3−δ

(
1 + r(0)

1 + r1

)6q−η
e−3(1−q)(1−ε)u1

.
e−3(1−q)(1−ε)u1

(1 + r1)3−δ ,

choosing η = 6q − 3 + δ and q ∈ [0, 1] large enough, for instance q > 2/3. For I2 we use Theorem
3.3, the proof of Proposition 3.1 and Proposition 2.2 to obtain

I2 .
∫ u1

0

e−(1+δ/2)u

(1 + r)2−δ e
∫ u1
u 3qGdse

∫ u1
u 3(1−q)Gdsdu .

∫ u1

0

e
∫ u1
u 3qGds

(1 + r)2−δ e
−(1+δ/2)ue3(1−q)(1−ε)(u−u1)du

. e−3(1−q)(1−ε)u1 1 + u1

(1 + r1)3−δ ,
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as long as −(1 + δ/2) + 3(1 − q)(1 − ε) < 0 and 2 − δ < 6q − 1. But this can be achieved if q is
sufficiently close to 1. Similarly, we can estimate I3 and I4 as:

I3 .
∫ u1

0

[log(e+ r)]3χ+1−H

(1 + r)4−3δ+
e−(1+δ/2)ue

∫ u1
u 3Gdsdu

.
[log(e+ r1)]3χ+1−H(1 + u1)

(1 + r1)5−3δ+
e−3(1−q)(1−ε)u1

I4 .
∫ u1

0

[log(e+ r)]2χ+1−H

(1 + r)2−2δ+

(
logχ(e+ r)

(1 + r)2−δ+ e
−(1+δ/2)u +

e−(1+δ/2)u

(1 + r)2−δ

)
e
∫ u1
u 3Gdsdu

. e−3(1−q)(1−ε)u1
(

[log(e+ r1)]3χ+1−H

(1 + r1)5−3δ+
+

[log(e+ r1)]2χ+1−H

(1 + r1)5−2δ+−δ

)
.

which provide the estimate (67). Putting everything together we get

|∂r∂uh| .
[log(e+ r)]3χ+1−H(1 + u)

(1 + r)1−δ e−γu, (69)

for γ > 0 small enough. Finally, an expression for ∂2
uh is given by

∂2
uh =

1

2
∂2
urf̃(h− h̄) +G(∂uh− ∂uh̄) +

∂uf̃

2
∂rh+

f̃

2
∂2
urh

and we can estimate this as

|∂2
uh| . (1 + r)1+δ(1 + u)e−γu[log(e+ r)]4χ(δ)+1−H(δ).

Note that we can absorb the factor 1 + u by taking a smaller γ.

4.2 Decay of the matter field

Proof of Theorem 1.2. The differentiability of φ follows from the coming Proposition 4.1. We now
prove the estimates (16)-(21). To do that we use decay results for h from the previous subsection
4.1.

Assume φ0 ∈ Ck+2([0,+∞[) as in Theorem 1.1. Put h0 = ∂r(rφ0). By our assumptions on φ0

we know that h ∈ Ck+1([0,+∞[), h0 ∈ L∞([0,+∞[), h′0 ∈ L∞,2−δ([0,+∞[), h′′0 ∈ L∞,3−δ([0,+∞[).
From Theorem 3.3 we conclude that there exists some x̃0 such that, if ‖h′0‖L∞,2−δr

≤ x̃0, then the
problem (55) has a unique global solution h ∈ Ck−1([0,+∞[×[0,+∞[). But then the function
φ := h̄ solves the Einstein-scalar field system with the Bondi spherically symmetric metric g with
associated functions f, f̃ . Note also that φ = h̄ ∈ Ck−1([0,+∞[×[0,+∞[).

We now proceed to prove the estimates on φ. From (65) we get

|φ(u, r)−h(∞)| ≤ |h(u, r)−h̄(u, r)|+|h(u, r)−h(∞)| . r

2
sup
r≤R
|∂rh(u, r)|+CRe−2u ≤ CRe−2u. (70)

Noting that ∂rφ = (h− h̄)/r, we get

|∂rφ| ≤
1

2
sup
r≤R
|∂rh(u, r)| ≤ CRe−2u. (71)
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Also, from

∂2
rφ =

1

r
[∂rh− 2∂rφ]

we see that
|∂2
rφ| ≤ CRe−2u, for r−c ≤ r ≤ R. (72)

To get such an estimate for small r we need to be more careful in computing ∂2
rφ. We have that

∂2
rφ(u, r) =

1

r
[∂rh(u, r)− 2∂rφ(u, r)] =

1

r
[∂rh(u, r)− 2

r
(h(u, r)− h̄(u, r))]

=
1

r

[
∂rh(u, r)− 2

r2

∫ r

0
(h(u, r)− h(u, s))ds

]
=

1

r

[
∂rh(u, r)− 2

r2

∫ r

0

∫ r

s
∂rh(u, ρ)dρds

]
=

2

r3

∫ r

0

∫ r

s
[∂rh(u, r)− ∂rh(u, ρ)]dρds =

2

r3

∫ r

0

∫ r

s

∫ r

ρ
∂2
rh(u, t)dtdρds.

A quick computation shows that 2
r3

∫ r
0

∫ r
s

∫ r
ρ dtdρds = 1

3 and therefore

|∂2
rφ(u, r)| . sup

0≤t≤r
|∂2
rh(u, t)|.

If r ≤ r−c we can use (61) to obtain
|∂2
rφ| . Cr−c e

−2u, (73)

which allows us to show estimate (21), if we put φ(∞) = h(∞).
Now we turn to the proof of estimates (16), (17) and (19). We know from (58) that

|∂rh(u, r)| ≤ Ce−(1+δ/2)u(1 + r)δ−2,

for −1 < δ < 1/2. It follows that, for every u ≥ 0, ∂rh(u, ·) is integrable in r from 0 to +∞. So,
the limit of h(u, r) as r → +∞ exists. We set

φ(u) = lim
r→+∞

h(u, r).

With this definition we have

|h(u, r)− φ(u)| ≤
∫ +∞

r
|∂rh(u, s)|ds .

∫ +∞

r

1

(1 + s)2−δ e
−(1+δ/2)uds .

1

(1 + r)1−δ e
−(1+δ/2)u.

Therefore we get

|φ(u, r)− φ(u)| = |h̄(u, r)− φ(u)| ≤ 1

r

∫ r

0
|h(u, s)− φ(u)|ds . 1

r

∫ r

0

1

(1 + s)1−δ e
−(1+δ/2)uds

. (χ(δ) +A(r)[1− χ(δ)])
logχ(δ)(e+ r)

(1 + r)1−δ+ e−(1+δ/2)u,

where

A(r) =
(1 + r)1−δ+

r

[
(1 + r)δ

δ
− 1

δ

]
,
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which is only relevant when δ 6= 0. It is easy to check that

lim
r→0

A(r) = 1 and lim
r→+∞

A(r) =
1

|δ|
,

so

|φ(u, r)− φ(u)| . logχ(δ)(e+ r)

(1 + r)1−δ+ e−(1+δ/2)u,

which corresponds to estimate (16) of Theorem 1.2.
We can now use this estimate to show that φ is continuous. Let un → u and let ε > 0. For r

large enough, say r > M , we have

|φ(u)− h(u, r)| . 1

(1 + r)1−δ+ <
ε

3
, ∀u ≥ 0.

By continuity of h there is some N such that n ≥ N =⇒ |h(un, r)−h(u, r)| < ε
3 . Thus, for n ≥ N

and r > M we have

|φ(un)− φ(u)| ≤ |φ(un)− h(un, r)|+ |h(un, r)− h(u, r)|+ |h(u, r)− φ(u)| < ε.

Hence φ is continuous. Also we have from Lemma 2.1 that

|∂rφ| = |∂rh̄| =
|h− h̄|
r

.
logχ(δ)(e+ r)

(1 + r)2−δ+ ‖∂rh‖L∞,2−δr
.

logχ(δ)(e+ r)

(1 + r)2−δ+ e−(1+δ/2)u,

so we have shown estimate (17). Taking one more derivative and assuming that r ≥ r−c we obtain

|∂2
rφ| =

1

r
|∂rh− 2∂rφ| .

logχ(δ)(e+ r)

(1 + r)3−δ+ e−(1+δ/2)u.

For r ≤ r−c we can use (59) to get

|∂2
rφ(u, r)| . sup

0≤t≤r
|∂2
rh(u, t)| . e−(1+δ/2)u.

These two estimates taken together imply (19).
For the proof of (18) we simply use ∂uφ =

∫ r
0 ∂uh(u, s)ds and the estimate (74) for ∂uh. In turn,

the proof of (20) follows from the estimate for |∂2
uh| in Lemma 4.2. Finally, (21) follows directly

from the above estimates (70)-(73) and this completes the proof of Theorem 1.2.

4.3 Properties of the asymptotic solutions

In this subsection we prove some properties of the asymptotic solution φ in particular its differen-
tiability as part of Theorem 1.2. We show:

Proposition 4.1. Let δ ∈] − 1, 1/2[. Then, ∂2
urh(u, ·) ∈ L1(]0,+∞[), ∀u ∈ [0,+∞[. Moreover,

φ ∈ C1(]0,+∞[) and

∂uφ(u) = ∂uh(u, 0) +

∫ +∞

0
∂2
urh(u, ρ)dρ.

28



Proof. Let −1 < δ < 0. The fact that ∂2
urh(u, ·) ∈ L1(]0,+∞[) follows immediately from the

estimate in Lemma 4.2. From the definition of φ we have that

φ(u+ t)− φ(u)

t
=
h(u+ t, 0)− h(u, 0)

t
+

∫ +∞

0

1

t

∫ u+t

u
∂2
urh(s, ρ)dsdρ.

Using the estimate from Lemma 4.2 we see that∣∣∣∣1t
∫ u+t

u
∂2
urh(s, ρ)ds

∣∣∣∣ . 2 + u

(1 + ρ)1−δ/2 ,

when |t| ≤ 1. Since, for δ < 0, (1 + ·)δ/2−1 ∈ L1(]0,+∞[), it follows by the dominated convergence
theorem that

∂uφ(u) = ∂uh(u, 0) +

∫ +∞

0
∂2
urh(u, ρ)dρ.

Then, the continuity of ∂uφ follows immediately from the fact that ∂2
urh is continuous and from

Lemma 4.2.
We can now extend the result to the remaining values of δ by using the simple domain of

dependence argument presented before Corollary 1.1.

We end this subsection by proving two further properties of φ:

Corollary 4.1. As a consequence of Proposition 4.1:

1. limu→+∞ φ(u) = φ(∞).

2. limu→+∞ ∂uφ(u) = 0 when δ < 0.

Proof. Recall that for fixed r,
φ(∞) = lim

u→+∞
h(u, r).

In particular, limu→+∞ h(u, 0) = φ(∞). Now, note that∣∣∣∣∫ +∞

0
∂rh(u, ρ)dρ

∣∣∣∣ . ∫ +∞

0

e−(1+δ/2)u

(1 + ρ)2−δ dρ . e
−(1+δ/2)u −−−−→

u→+∞
0.

In this way we see that

lim
u→+∞

φ(u) = lim
u→+∞

h(u, 0) +

∫ +∞

0
∂rh(u, ρ)dρ = φ(∞).

Since φ has a limit at infinity, we expect that its derivative goes to zero. Indeed this is the case, at
least when δ < 0. In that case∣∣∣∣∫ +∞

0
∂2
urh(u, ρ)dρ

∣∣∣∣ . (1 + u)e−γu
∫ +∞

0

[log(e+ ρ)]3χ(δ)+1−H(δ)

(1 + ρ)1−δ dρ −−−−→
u→+∞

0.

Also, from the equation ∂uh = G(h− h̄)+ f̃∂rh/2, which comes directly from the integro-differential
equation (5), we can use Lemma 2.1, Proposition 2.1 and estimates (35) and (58) to obtain

|∂uh(u, r)| . r2 logχ(δ)(e+ r)

(1 + r)2−δ+ e−(1+δ/2)u + (1 + r)2 e
−(1+δ/2)u

(1 + r)2−δ . (74)

In particular,
|∂uh(u, 0)| . e−(1+δ/2)u −−−−→

u→+∞
0

and thus the second property follows.
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5 Asymptotic convergence to the de Sitter solution

The objective of this section is to prove Theorem 1.3. We split the proof into three subsections
corresponding to the convergence of the metric and its first and second order derivatives.

5.1 Convergence of the metric

We start by showing statement (22) of Theorem 1.3 following the steps of [10].
Since f is bounded and increasing in r, the limit of f(u, r) as r → +∞ exists, for each u ≥ 0.

Set
f(u,∞) = lim

r→+∞
f(u, r).

Define a new coordinate û by dû = f(u,∞)du or equivalently the function

û(u) =

∫ u

0
f(s,∞)ds.

Using

û(u)− û(u0) =

∫ u

u0

f(s,∞)ds

and 1 ≤ f(u, r) ≤ 1 + εXδ , we see that

û(u0)− u0 + u ≤ û ≤ (1 + εXδ)u+ û(u0)− (1 + εXδ)u0.

Choosing u0 = 0 and û(0) = 0 we get

u ≤ û ≤ (1 + εXδ)u.

Since û is strictly increasing it is invertible, so we often write u = u(û). In this way we define the
functions

f1(û, r) =
f(u(û), r)

f(u(û),∞)
and f2(û, r) =

f̃(u(û), r)

f(u(û),∞)
.

In these coordinates, the metric (2) becomes

g = −f1(û, r)f2(û, r)dû2 − 2f1(û, r)dûdr + r2σS2 .

Now we let
e0 =

1√
r2 − 1

∂û +
√
r2 − 1 ∂r and e1 =

1√
r2 − 1

∂û,

which together with some orthonormal basis e2, e3 of S2 forms an orthonormal basis of de Sitter
spacetime. For this to be well defined we assume from now on that r � 1. Now we write our metric
in this basis. If we set gIJ(û, r) = g(eI , eJ) we get

g00(û, r) =
f1(û, r)f2(û, r)

1− r2
− 2f1(û, r)

g01(û, r) =
f1(û, r)

1− r2
[f2(û, r)− (1− r2)]

g11(û, r) =
f1(û, r)f2(û, r)

1− r2
.
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Our goal is to prove convergence of ∂β0e0 ∂
β1
e1 gIJ(û, r) to ∂β0e0 ∂

β1
e1 g

dS
IJ (û, r), where gdS00 = −1, gdS01 = 0,

gdS11 = 1 and β0, β1 ≥ 0 with β0 +β1 ≤ 2. In this subsection we just deal with the metric itself whose
convergence can simply be seen through

|f(u, r)− f(u,∞)| =
∣∣∣∣exp

(
1

2

∫ r

0

(h− h̄)2

s
ds

)
− exp

(
1

2

∫ ∞
0

(h− h̄)2

s
ds

)∣∣∣∣
.
∫ ∞
r

(h− h̄)2

s
ds . e−(2+δ)u

∫ ∞
r

log2χ(δ)(e+ s)

(1 + s)3−2δ+
ds

.
log2χ(δ)(e+ r)

(1 + r)2−2δ+
e−(2+δ)(1−ε)û,

(75)

where we used Lemma 2.1, and

|f̃(u, r)− (1− r2)f(u,∞)| = 1

r

∣∣∣∣∫ r

0
(1− 3s2)(f(u, s)− f(u,∞))ds

∣∣∣∣
.

1

r
e−(2+δ)(1−ε)û

∫ r

0
(1 + s)2 log2χ(δ)(e+ s)

(1 + s)2−2δ+
ds

. log2χ(δ)(e+ r)(1 + r)2δ+e−(2+δ)(1−ε)û,

which can then be used to prove statement (22) of Theorem 1.3 (see also [10]).

5.2 Asymptotic C1-stability

In this section we prove estimates (23) of Theorem 1.3. To start with, we collect a number of
estimates for the first derivatives of f and f̃ that will be needed in the sequel:

Lemma 5.1. Given δ ∈] − 1, 1/2[, there is some γ = γ(δ) > 0 such that the following estimates
hold:

|(1− r2)f − f̃ | . [log(e+ r)]2χ(δ)+1−H(δ)e−(2+δ)ur2(1 + r)2δ+−2 (76)

|∂rf | .
r log2χ(δ)(e+ r)

(1 + r)4−2δ+
e−(2+δ)u (77)

|∂rf̃ + 2r| . (1 + r)e−(2+δ)u (78)

|∂uf | . e−(1+ δ
2

+γ)u (79)

|∂uf̃ | . (1 + r)2e−(1+ δ
2

+γ)u. (80)

Proof. Estimate (77) follows directly from Lemma 2.1, equation (58) and

∂rf =
1

2

(h− h̄)2

r
f.

Now differentiating f with respect to u we see that

∂uf(u, r) = f(u, r)

∫ r

0

h(u, ρ)− h̄(u, ρ)

ρ
[∂uh(u, ρ)− ∂uh̄(u, ρ)]dρ.
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We can estimate |∂uh− ∂uh̄| using

1

r

∫ r

0

∫ r

ρ
|∂2
ruh(u, s)|dsdρ . [log(e+ r)]3χ(δ)+1−H(δ) (1 + u)e−γu

r

∫ r

0

r − ρ
(1 + ρ)1−δ dρ,

which comes from (69). If δ = 0 then the last integral is just equal to r log(1 + r)− r + log(1 + r)
which can be estimated by r2(1 + r)−1 log(e+ r). If δ 6= 0, then the integral equals

(1 + r)δ+1

δ(δ + 1)
− 1

δ(δ + 1)
− r

δ
,

which is estimated by r2(1 + r)δ−1. Therefore we get

|∂uh(u, r)− ∂uh̄(u, r)| . [log(e+ r)]4χ(δ)+1−H(δ)(1 + u)e−γur(1 + r)δ−1. (81)

We can now use this to obtain an estimate for ∂uf and show (79) as

|∂uf | . (1 + u)e−(1+ δ
2

+γ)u

∫ r

0

[log(e+ ρ)]5χ(δ)+1−H(δ)

(1 + ρ)2−δ+−δ dρ . (1 + u)e−(1+ δ
2

+γ)u.

Recalling that

f̃(u, r) =
1

r

∫ r

0
(1− 3ρ2)f(u, ρ)dρ,

we find

|∂uf̃(u, r)| ≤ 1

r

∫ r

0
|1− 3ρ2||∂uf(u, ρ)|dρ . (1 + r)2(1 + u)e−(1+ δ

2
+γ)u.

Finally, we estimate |∂rf̃ + 2r| using

|∂rf̃ + 2r| ≤ 1

r
|(1− r2)f − f̃ |+ 2r|f − 1|.

From
(1− r2)f − f̃ =

1

r

∫ r

0
(1− 3ρ2)

∫ r

ρ
∂rf(u, y)dydρ,

we see that

|(1− r2)f − f̃ | . 1

r

∫ r

0
|1− 3ρ2|

∫ r

ρ

y log2χ(δ)(e+ y)

(1 + y)4−2δ+
e−(2+δ)udydρ

. log2χ(δ)(e+ r)e−(2+δ)u 1

r

∫ r

0
|1− 3ρ2| r − ρ

(1 + ρ)3−2δ+
dρ

. [log(e+ r)]2χ(δ)+1−H(δ)e−(2+δ)ur2(1 + r)2δ+−2

and therefore

|∂rf̃ + 2r| . [log(e+ r)]2χ(δ)+1−H(δ)e−(2+δ)u(1 + r)2δ+−1 + re−(2+δ)u . (1 + r)e−(2+δ)u.
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We now have the tools to estimate ∂rg01. First observe that

∂rg01 =
f1

1− r2
[∂rf2 + 2r] + [f2 − (1− r2)]

∂rf1(1− r2) + 2rf1

(1− r2)2
.

We can estimate ∂rf2 + 2r using (76) and (75) as

|∂rf2 + 2r| = 1

f(u,∞)
|∂rf̃ + 2rf(u,∞)| . 1

r
|(1− r2)f − f̃ |+ r|f(u, r)− f(u,∞)|

.
[log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)1−2δ+
e−(2+δ)(1−ε)û.

Furthermore, using (77) we have that

|∂rf1(1− r2) + 2rf1| =
1

f(u,∞)
|∂rf(1− r2) + 2rf | . r.

Therefore, putting these together we get

|∂rg01| .
[log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)3−2δ+
e−(2+δ)(1−ε)û. (82)

Now we turn our attention to ∂ûg01. We have that

∂ûg01 =
∂ûf1

1− r2
[f2 − (1− r2)] +

f1

1− r2
∂ûf2. (83)

To obtain an estimate for this derivative we need to control ∂ûf1 and ∂ûf2. We have that

∂ûf1 =
∂uf − f̂∂uf(u,∞)

f(u,∞)2
=
∂uf − ∂uf(u,∞)− [f̂ − 1]∂uf(u,∞)

f(u,∞)2
.

First we estimate

|∂uf(u, r)− ∂uf(u,∞)| ≤ |f(u, r)− f(u,∞)|
∫ r

0

|h− h̄|
ρ
|∂uh− ∂uh̄|dρ

+ f(u,∞)

∫ ∞
r

|h− h̄|
ρ
|∂uh− ∂uh̄|dρ

. (1 + û)
[log(e+ r)]5χ(δ)+1−H(δ)

(1 + r)1−δ+−δ e−(1+δ/2+γ)(1−ε)û,

where we used (81). So we have that

|∂ûf1| . (1 + û)
[log(e+ r)]5χ(δ)+1−H(δ)

(1 + r)1−δ+−δ e−(1+δ/2+γ)(1−ε)û.

As for ∂ûf2 we may write

∂ûf2 =
∂uf̃ − f̃∂uf(u,∞)/f(u,∞)

f(u,∞)2
. (84)
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We can take advantage of some cancellation here by writing

∂uf̃ − f̃
∂uf(u,∞)

f(u,∞)
=

1

r

∫ r

0
(1− 3s2)∂uf(u, s)ds− 1

r

∫ r

0
(1− 3s2)f(u, s)ds

∫ ∞
0

h− h̄
ρ

(∂uh− ∂uh̄)dρ

= −1

r

∫ r

0
(1− 3s2)f(u, s)

∫ ∞
s

h− h̄
ρ

(∂uh− ∂uh̄)dρds.

(85)
We can now estimate this using (81) as

|∂ûf2| . (1 + û)e−(1+δ/2+γ)(1−ε)û[log(e+ r)]5χ(δ)+1−H(δ)(1 + r)1+δ+δ+ .

With everything together we see that from (83)

|∂ûg01| .
[log(e+ r)]7χ(δ)+1−H(δ)

(1 + r)1−δ+−δ (1 + û)e−(1+δ/2+γ)(1−ε)û. (86)

Now that we have the first order derivatives (82) and (86) for g01 we can compute the first order
directional derivatives. We then get

|∂e0g01| .
[log(e+ r)]7χ(δ)+1−H(δ)

(1 + r)2−2δ+
(1 + û)e−(1+δ/2+γ)(1−ε)û

and

|∂e1g01| .
[log(e+ r)]7χ(δ)+1−H(δ)

(1 + r)2−δ+−δ (1 + û)e−(1+δ/2+γ)(1−ε)û,

where we can absorb the factor 1 + û by taking a smaller γ.
Estimates for the first order directional derivatives of the remaining metric coefficients g00 and

g11 follow by an identical procedure since we can write g00 = g01 − f1 and g11 = g01 + f1. In fact
this yields identical estimates as for g01 which then proves estimates (23) of Theorem 1.3.

5.3 Asymptotic C2-stability

We start by showing the following estimates for the second order derivatives of f :

Lemma 5.2. Given δ ∈] − 1, 1/2[, there is some γ = γ(δ) > 0 such that the following estimates
hold:

|∂2
rf | .

log4χ(δ)

(1 + r)4−2δ+
e−(2+δ)u

|∂2
urf | .

[log(e+ r)]5χ(δ)+1−H(δ)

(1 + r)2−δ+−δ e−(1+ δ
2

+γ)u

|∂2
uf | . log11χ(δ)(e+ r)(1 + r)2δ+e−2γu.

Proof. For the second derivative with respect to r, we have the expression

∂2
rf = f

h− h̄
r

∂rh−
3

2
f

(h− h̄)2

r2
+

1

4

(h− h̄)4

r2
f.
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We can estimate every term of this expression using Lemma 2.1 to obtain

|∂2
rf | .

log4χ(δ)(e+ r)

(1 + r)4−2δ+
e−(2+δ)u.

We now turn to the derivatives that involve u. We start with

∂2
urf = ∂rf

∫ r

0

h− h̄
ρ

[∂uh− ∂uh̄]dρ+ f
h− h̄
r

[∂uh− ∂uh̄].

Therefore using Lemma 2.1 and (81) we get

|∂2
urf | .

[log(e+ r)]5χ(δ)+1−H(δ)

(1 + r)2−δ+−δ (1 + u)e−(1+ δ
2

+γ)u.

Now we can estimate ∂2
uf using

∂2
uf = ∂uf

∫ r

0

h− h̄
ρ

[∂uh− ∂uh̄]dρ+ f

∫ r

0

(∂uh− ∂uh̄)2

ρ
dρ+ f

∫ r

0

h− h̄
ρ

[∂2
uh− ∂2

uh̄]dρ

and the estimate (68) for ∂2
uh. In fact since the estimate for ∂2

uh̄ is the same as for ∂2
uh we get

|∂2
uf | . (1 + u)2e−2γu[log(e+ r)]11χ(δ)(1 + r)2δ+ .

We consider now ∂2
ûg01. First observe that

∂2
ûg01 =

∂2
ûf1

1− r2
[f2 − (1− r2)] + 2

∂ûf1∂ûf2

1− r2
+

f1

1− r2
∂2
ûf2.

To estimate this we must be able to control ∂2
ûf1 and ∂2

ûf2. We start by noting that

∂2
ûf1 =

1

f(u,∞)

(
∂2
uf − f̂∂2

uf(u,∞)− ∂uf(u,∞)
∂uf − f̂∂uf(u,∞)

f(u,∞)

)

− 2
∂uf(u,∞)

f(u,∞)2
(∂uf − f̂∂uf(u,∞))

(87)

and we focus on estimating ∂2
uf − f̂∂2

uf(u,∞). Here we have to be careful. We want to say that

∂2
uf(u,∞) = f(u,∞)

(∫ ∞
0

h− h̄
ρ

(∂uh− ∂uh̄)dρ

)2

+ f(u,∞)

∫ ∞
0

(∂uh− ∂uh̄)2

ρ
dρ

+ f(u,∞)

∫ ∞
0

h− h̄
ρ

(∂2
uh− ∂2

uh̄)dρ,

however, given our estimates we can only guarantee that these integrals converge if δ < 0. For this
reason, when estimating second derivatives we assume that δ < 0. We can then write

∂2
uf − f̂∂2

uf(u,∞) = f(u, r)

[(∫ r

0

h− h̄
ρ

(∂uh− ∂uh̄)dρ

)2

−
(∫ ∞

0

h− h̄
ρ

(∂uh− ∂uh̄)dρ

)2
]

− f
∫ ∞
r

(∂uh− ∂uh̄)2

ρ
dρ− f

∫ ∞
r

h− h̄
ρ

(∂2
uh− ∂2

uh̄)dρ
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which, from (81), (68) and Lemma 2.1, results in

|∂2
uf − f̂∂2

uf(u,∞)| . [log(e+ r)]8χ(δ)+2−2H(δ)(1 + r)δ(1 + û)2e−2γ(1−ε)û.

Using this result we now estimate ∂2
ûf1 from (87) as

|∂2
ûf1| . [log(e+ r)]8χ(δ)+2−2H(δ)(1 + r)δ(1 + û)2e−2γ(1−ε)û.

Regarding ∂2
ûf2 observe that

∂2
ûf2 =

1

f(u,∞)3

(
∂2
uf̃ − f̃

∂2
uf(u,∞)

f(u,∞)

)
− 3

∂uf(u,∞)

f(u,∞)4

(
∂uf̃ − f̃

∂uf(u,∞)

f(u,∞)

)
.

We know how to estimate the second term, so we focus on the first term. We can write

∂2
uf̃ − f̃

∂2
uf(u,∞)

f(u,∞)
=

1

r

∫ r

0
(1− 3s2)(∂2

uf(u, s)− f̂(u, s)∂2
uf(u,∞))ds

and therefore∣∣∣∣∂2
uf̃ − f̃

∂2
uf(u,∞)

f(u,∞)

∣∣∣∣ . [log(e+ r)]8χ(δ)+2−2H(δ)(1 + r)2+δ(1 + û)2e−2γ(1−ε)û.

Using (85), this leads to the estimate

|∂2
ûf2| . [log(e+ r)]8χ(δ)+2−2H(δ)(1 + r)2+δ(1 + û)2e−2γ(1−ε)û.

Finally, we can put these terms together to obtain

|∂2
ûg01| . log2(e+ r)(1 + r)δ(1 + û)2e−2γ(1−ε)û.

With this estimate we can now obtain the corresponding estimate for the second order derivative
with respect to e1 as

|∂2
e1g01| .

log2(e+ r)

(1 + r)2−δ (1 + û)2e−2γ(1−ε)û.

Again, this estimate works only for large r and δ < 0. Next we estimate ∂2
rg01. We have that

∂2
rg01 = 2(∂rf2 + 2r)

(
∂rf1

1− r2
+

2r

(1− r2)2
f1

)
+

f1

1− r2
(∂2
rf2 + 2)

+ (f2 − (1− r2))

(
∂2
rf1

1− r2
+

2f1

(1− r2)2
+

4r∂rf1

(1− r2)2
+

8r2f1

(1− r2)3

)
.

So we are only missing the estimate for ∂2
rf2 + 2 which can be obtained as

|∂2
rf2 + 2| . (1 + r)|∂rf |+

1

r2
|(1− r2)f − f̃ |+ |f(u, r)− f(u,∞)|

.
[log(e+ r)]2χ(δ)+1−H(δ)

(1 + r)2−2δ+
e−(2+δ)(1−ε)û.
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Using this expression we find

|∂2
rg01| .

[log(e+ r)]6χ(δ)+1−H(δ)

(1 + r)4−2δ+
e−(2+δ)(1−ε)û.

We now turn our attention to ∂2
rûg01. We may write

∂2
rûg01 = (f2 − (1− r2))

(
∂2
rûf1

1− r2
+

2r∂ûf1

(1− r2)2

)
+

∂ûf1

1− r2
(∂rf2 + 2r)

+ ∂ûf2

(
∂rf1

1− r2
+

2rf1

(1− r2)2

)
+

f1

1− r2
∂2
rûf2

(88)

and we have estimates for all terms except for ∂2
rûf1 and ∂2

rûf2. Let’s consider first ∂2
rûf1 written as

∂2
rûf1 =

1

f(u,∞)2

(
∂2
urf −

∂uf(u,∞)

f(u,∞)
∂rf

)
.

So,

|∂2
rûf1| .

[log(e+ r)]5χ(δ)+1−H(δ)

(1 + r)2−δ+−δ (1 + û)e−(1+δ/2+γ)(1−ε)û.

Next we estimate

∂2
rûf2 =

1

f(u,∞)2

(
∂2
urf̃ − ∂rf̃

∂uf(u,∞)

f(u,∞)

)
=

1

f(u,∞)2

(
−1

r

(
∂uf̃ − f̃

∂uf(u,∞)

f(u,∞)

)
− 1

r
(1− 3r2)f

∫ ∞
r

h− h̄
ρ

(∂uh− ∂uh̄)dρ

)
giving

|∂2
rûf2| . [log(e+ r)]5χ(δ)+1−H(δ)(1 + r)δ

++δ(1 + û)e−(1+δ/2+γ)(1−ε)û.

Finally, with these estimates we obtain from (88)

|∂2
rûg01| .

[log(e+ r)]7χ(δ)+2−2H(δ)

(1 + r)2−3δ+−δ (1 + û)e−(1+δ/2+γ)(1−ε)û.

Now that we have all the estimates for the derivatives of g01 up to second order we may estimate
the remaining directional derivatives. We get

|∂2
e0g01| .

log2(e+ r)

(1 + r)2
(1 + û)2e−2γ(1−ε)û

and

|∂e0∂e1g01| .
log2(e+ r)

(1 + r)2−δ (1 + û)2e−2γ(1−ε)û,

where for both cases we need δ < 0.
Finally, we obtain estimates for the derivatives of g00 and g11 by writting g00 = g01 − f1, g11 =

g01+f1 and using the above estimates for the derivatives of f1. Doing this, yields the same estimates
as for g01 and therefore we obtain (24) which concludes the proof of Theorem 1.3.

As a final note we remark that some of the above decay estimates can easily be improved for
fixed r:
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Remark 5.1. For fixed r > R we have for any multi-index β = (βu, βr) ∈ N2
0 with |β| ≤ 2 and

∂β = ∂βu∂βr , the following estimates hold for the metric and its derivatives:

‖∂βf(u, ·)− ∂βfdS(u, ·)‖L∞([0,R]) .R (1 + u)χ(βu−2)e−[4−(2−γ)χ(βu−2)]u

‖∂β f̃(u, ·)− ∂β f̃dS(u, ·)‖L∞([0,R]) .R (1 + u)χ(βu−2)e−[4−(2−γ)χ(βu−2)]u,
(89)

where fdS(u, r) = 1, f̃dS(u, r) = 1− r2 and γ is a positive constant.

Acknowledgments

The authors thank FCT/Portugal through CAMGSD, IST-ID, projects UIDB/04459/2020 and
UIDP/04459/2020. This work was also partially supported by FCT/Portugal and CERN through
the project CERN/FIS-PAR/0023/2019. RLD thanks FCT for the PhD grant PD/BD/150338/2019.

References

[1] Alho A., Fournodavlos G. and Franzen A. T., “The wave equation near flat
Friedmann–Lemaître-Robertson-Walker and Kasner Big Bang singularities", J. Hyperbolic Dif-
fer. Equ., 16 (2019) 379-400.

[2] Alho A., Mena F. C. and Valiente-Kroon J., “The Einstein-Friedrich-nonlinear scalar field
system and the stability of scalar field cosmologies”, Adv. Theor. Math. Phys. 21 (2017) 857–
899.

[3] Arbey A. and Mahmoudi F.,“Dark matter and the early Universe: a review", Progress in
Particle and Nuclear Physics, 119 (2021) 103865.

[4] Ashtekar A., Bonga B. and Kesavan A., “Asymptotics with a positive cosmological constant:
I. Basic framework”, Class. Quant. Grav., 32 (2015) 025004.

[5] Andréasson H. and Ringström H., “Proof of the cosmic no-hair conjecture in the T3-Gowdy
symmetric Einstein-Vlasov setting", J. Eur. Math. Soc., 18 (2016) 1565–1650.

[6] Costa J. L., Alho A. and Natário J., “Spherical linear waves in de Sitter spacetime", J. Math.
Phys., 53 (2012) 052501.

[7] Costa J. L., Alho A. and Natário J., “The problem of a self-gravitating scalar field with positive
cosmological constant”, Ann. Henri Poincaré, 14 (2012) 1077–1107.

[8] Costa J. L., “The spherically symmetric Einstein-scalar field with positive and vanishing cos-
mological constant: a comparison", Gen. Rel. Grav., 45 (2013) 2415-2440.

[9] Costa J. L., Natário J. and Oliveira P., “Cosmic No-Hair in Spherically Symmetric Black Hole
Spacetimes", Ann. Henri Poincaré, 20 (2019) 3059–3090.

[10] Costa J. L. and Mena F. C., “Global solutions to the spherically symmetric Einstein-scalar field
system with a positive cosmological constant in Bondi coordinates", J. Hyperbolic Differ. Equ.,
18 (2021) 311-341.

38



[11] Christodoulou D., The Formation of Black Holes in General Relativity, EMS Monographs in
Mathematics, 2009.

[12] Christodoulou D., “The problem of a self-gravitating scalar field", Commun. Math. Phys., 105
(1986) 337–361.

[13] Fajman D. and Kröncke K., “The Einstein-Λ flow on product manifolds", Class. Quantum
Grav. 33 (2016) 235018.

[14] Fournodavlos G., “Future dynamics of FLRW for the massless-scalar field system with positive
cosmological constant". J. Math. Phys., 63 (2021) 032502.

[15] Fournodavlos G., Rodnianski I. and Speck J., “Stable Big Bang formation for Einstein’s equa-
tions: The complete sub-critical regime", J. Amer. Math. Soc., 36 (2023) 827-916.

[16] Friedrich H., “On the existence of n-geodesically complete or future complete solutions of Ein-
stein’s field equations with smooth asymptotic structure", Commun. Math. Phys., 107 (1986)
587–609.

[17] Friedrich H., “Sharp Asymptotics for Einstein-λ-Dust Flows ", Commun. Math. Phys., 350
(2017) 803–844.

[18] Gasperín E. and Valiente Kroon J., “Perturbations of the Asymptotic Region of the
Schwarzschild-de-Sitter Spacetime", Ann. Henri Poincaré 18 (2017), 1519–1591.

[19] Gibbons G. W. and Hawking S. W., “Cosmological event horizons, thermodynamics, and
particle creation". Phys. Rev. D, 15 (1977) 2738.

[20] Girão P. M., Natário J. and Silva J. D., “Solutions of the wave equation bounded at the Big
Bang", Class. Quantum Grav., 36 (2019) 075016.

[21] Hadzić M. and Speck J, “The global future stability of the FLRW solutions to the dust-Einstein
system with a positive cosmological constant", J. Hyperbolic Differ. Equ., 12 (2015) 87–188.

[22] Hintz P. and Vasy A., “The global non-linear stability of the Kerr-de-Sitter family of black
holes", Acta Mathematica, 220 (2018) 1-206.

[23] Hintz P., “Non-linear stability of the Kerr-Newman-de-Sitter family of charged black holes",
Annals of PDE, 4 (2018) (1):11.

[24] Lübbe C. and Valiente-Kroon J., “A conformal approach for the analysis of the non-linear
stability of radiation cosmologies", Ann. Phys., 328 (2013) 1–25.

[25] Luk J., Oh S.-J. and Yang S., “Solutions to the Einstein-scalar-field system in spherical sym-
metry with large bounded variation norms", Ann. PDE, 4 (2018) 3.

[26] Nungesser E., “Future global nonlinear stability of surface symmetric solutions of the Einstein-
Vlasov system with a cosmological constant", J. Hyperbolic Differ. Equ., 12 (2015) 447-468.

[27] Oliynyk T., “Future stability of the FLRW fluid solutions in the presence of a positive cosmo-
logical constant", Commun. Math. Phys., 346 (2016) 293–312.

39



[28] Rendall A. D., “Asymptotics of solutions of the Einstein equations with positive cosmological
constant", Ann. Henri Poincaré, 5 (2004) 1041–1064.

[29] Ringström H., “Future stability of the Einstein-non-linear scalar field system", Invent. Math.,
173 (2008) 123–208.

[30] Ringström H., “On the topology and future stability of the universe”, Oxford University Press,
2013.

[31] Rodnianski I. and Speck J., “The nonlinear future-stability of the FLRW family of solutions
to the Euler-Einstein system with a positive cosmological constant", J. Eur. Math. Soc., 15
(2013) 2369–2462.

[32] Schlue V., “Decay of the Weyl curvature in expanding black hole cosmologies", Ann. PDE, 8
(2022) Article number: 9.

[33] Speck J., “The nonlinear future stability of the FLRW family of solutions to the Euler-Einstein
system with a positive cosmological constant", Selecta Math., 18 (2012) 633–715.

[34] Wald, R, “Asymptotic behavior of homogeneous cosmological models in the presence of a pos-
itive cosmological constant”, Phys. Rev. D, 28, (1983) 2118– 2120.

A The sequence (hn)n contracts

The proof of Theorem 3.2 is based on showing that the sequence (hn)n contracts in L∞U L
∞
r as we show next.

Proposition A.1. Let −1 ≤ δ < 1/2. For ‖h′0‖L∞U L∞,2−δr
and U sufficiently small, the sequence (hn)n

contracts in L∞U L
∞
r .

Proof. Using (44),

Dn−1wn = 2Gn−1wn − Jn−1
hn−1 − h̄n−1

r
.

But also, by definition,

Dn−1wn = ∂uwn −
f̃n−1

2
∂rwn.

So we get

∂uwn = 2Gn−1wn − Jn−1
hn−1 − h̄n−1

r
+
f̃n−1

2
∂rwn.

From this we see that

Dn(wn+1 − wn) = 2Gnwn+1 − Jn
hn − h̄n

r
+

1

2
f̃n∂rwn − ∂uwn

= 2Gnwn+1 − Jn
hn − h̄n

r
+

1

2
f̃n∂rwn − 2Gn−1wn + Jn−1

hn−1 − h̄n−1

r
− 1

2
f̃n−1∂rwn

= 2Gn(wn+1 − wn) + 2(Gn −Gn−1)wn +
f̃n − f̃n−1

2
∂rwn −

Jn
r

[(hn − h̄n)− (hn−1 − h̄n−1)]

− Jn − Jn−1

r
[hn−1 − h̄n−1].
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Again, if we consider this equation along the characteristics (u, rn(u;u1, r1)), multiply it by an integrating
factor and simplify the expression we are led to

∂u

(
[wn+1 − wn]e

∫ u1
u

2Gnds
)

= 2(Gn −Gn−1)wne
∫ u1
u

2Gnds +
f̃n − f̃n−1

2
∂rwne

∫ u1
u

2Gnds

− Jn
rn

[(hn − h̄n)− (hn−1 − h̄n−1)]e
∫ u1
u

2Gnds − Jn − Jn−1

rn
[hn−1 − h̄n−1]e

∫ u1
u

2Gnds.

If we now integrate this in u from 0 to u1, and noting that wn+1(0, rn(0)) − wn(0, rn(0)) = h′0(rn(0)) −
h′0(rn(0)) = 0, we get

wn+1(u1, r1)− wn(u1, r1) =

∫ u1

0

2(Gn −Gn−1)wne
∫ u1
u

2Gndsdu+

∫ u1

0

f̃n − f̃n−1

2
∂rwne

∫ u1
u

2Gndsdu

−
∫ u1

0

Jn
rn

[(hn − h̄n)− (hn−1 − h̄n−1)]e
∫ u1
u

2Gndsdu

−
∫ u1

0

Jn − Jn−1

rn
[hn−1 − h̄n−1]e

∫ u1
u

2Gndsdu.

This way we get the estimate

|wn+1(u1, r1)− wn(u1, r1)| ≤ I1 + I2 + I3 + I4,

where

I1 = 2

∫ u1

0

|Gn −Gn−1||wn|e
∫ u1
u

2Gndsdu (90)

I2 =
1

2

∫ u1

0

|f̃n − f̃n−1||∂rwn|e
∫ u1
u

2Gndsdu (91)

I3 =

∫ u1

0

|Jn|
rn
|(hn − h̄n)− (hn−1 − h̄n−1)|e

∫ u1
u

2Gndsdu (92)

I4 =

∫ u1

0

|Jn − Jn−1|
rn

|hn−1 − h̄n−1|e
∫ u1
u

2Gndsdu. (93)

Before estimating these integrals, we’ll see some useful inequalities. We have that

|(hn − h̄n) + (hn−1 − h̄n−1)| ≤ |hn − h̄n|+ |hn−1 − h̄n−1| .
r logχ(δ)(e+ r)

(1 + r)2−δ+ ‖wn‖L∞U L∞,2−δr

+
r logχ(δ)(e+ r)

(1 + r)2−δ+ ‖wn−1‖L∞U L∞,2−δr

.
r logχ(δ)(e+ r)

(1 + r)2−δ+ x′.

Also, recalling that ‖h̄‖L∞U L∞r ≤ ‖h‖L∞U L∞r , we have

|(hn − h̄n)− (hn−1 − h̄n−1)| ≤ 2‖hn − hn−1‖L∞U L∞r .

The last two estimates imply that

|(hn − h̄n)2 − (hn−1 − h̄n−1)2| ≤ x′‖hn − hn−1‖L∞U L∞r
r logχ(δ)(e+ r)

(1 + r)2−δ+ .

Now, since
1

2

∫ r

0

(hn − h̄n)2

s
ds . (x′)2

∫ r

0

s log2χ(δ)(e+ s)

(1 + s)4−2δ+
ds . (x′)2
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and similarly for the same expression with n − 1 instead of n, then using the mean value theorem we see
that for x′ sufficiently small

|fn − fn−1| =
∣∣∣∣exp

(
1

2

∫ r

0

(hn − h̄n)2

s
ds

)
− exp

(
1

2

∫ r

0

(hn−1 − h̄n−1)2

s
ds

)∣∣∣∣
.

1

2

∫ r

0

|(hn − h̄n)2 − (hn−1 − h̄n−1)2|
s

ds

. x′‖hn − hn−1‖L∞U L∞r

∫ r

0

logχ(δ)(e+ s)

(1 + s)2−δ+ ds . x′‖hn − hn−1‖L∞U L∞r .

It also follows immediately from this that

|f̃n − f̃n−1| =
∣∣∣∣1r
∫ r

0

(1− 3s2)(fn − fn−1)ds

∣∣∣∣ ≤ 1

r

∫ r

0

(1 + 3s2)|fn − fn−1|ds

. x′‖hn − hn−1‖L∞U L∞r
1

r

∫ r

0

(1 + 3s2)ds . (1 + r)2x′‖hn − hn−1‖L∞U L∞r .

Now we also want a similar estimate for |Gn −Gn−1|. We may write

Gn −Gn−1 =
1

2r

(
(fn − fn−1)(1− 3r2)− 1

r

∫ r

0

(fn − fn−1)(1− 3s2)ds

)
=

1

2r
[fn − fn−1 − fn − fn−1] +

3

2r2

∫ r

0

s2(fn − fn−1)ds− 3

2
r(fn − fn−1).

We have that

(1 + r)2−δ|∂r(fn − fn−1)| = (1 + r)2−δ
∣∣∣∣fn (hn − h̄n)2

2r
− fn−1

(hn−1 − h̄n−1)2

2r

∣∣∣∣
=

(1 + r)2−δ

2r

∣∣(fn − fn−1)(hn − h̄n)2 + fn−1((hn − h̄n)2 − (hn−1 − h̄n−1)2)
∣∣

.
(1 + r)2−δ

2r

(
(x′)3‖hn − hn−1‖L∞U L∞r

r2 log2χ(δ)(e+ r)

(1 + r)4−2δ+

+x′‖hn − hn−1‖L∞U L∞r
r logχ(δ)(e+ r)

(1 + r)2−δ+

)
. x′‖hn − hn−1‖L∞U L∞r logχ(δ)(e+ r)(1 + r)δ

+−δ.

So,

|fn − fn−1 − fn − fn−1| ≤
1

r

∫ r

0

∫ r

s

1

(1 + ρ)2−δ (1 + ρ)2−δ|∂r(fn − fn−1)|dρds

. x′‖hn − hn−1‖L∞U L∞r
1

r

∫ r

0

∫ r

s

logχ(δ)(e+ ρ)

(1 + ρ)2−δ+ dρds

. x′‖hn − hn−1‖L∞U L∞r
1

r

∫ r

0

∫ r

s

dρds . x′‖hn − hn−1‖L∞U L∞r r.

In this way we see that

|Gn −Gn−1| . x′‖hn − hn−1‖L∞U L∞r + x′‖hn − hn−1‖L∞U L∞r
1

r2

∫ r

0

s2ds+ rx′‖hn − hn−1‖L∞U L∞r

. (1 + r)x′‖hn − hn−1‖L∞U L∞r .
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Now we obtain an estimate for |Jn − Jn−1|. We can write

Jn−Jn−1 = 3(Gn−Gn−1)+3r(fn−fn−1)− 1− 3r2

4r
[(fn−fn−1)(hn−h̄n)2+fn−1[(hn−h̄n)2−(hn−1−h̄n−1)2]].

Therefore,

|Jn − Jn−1| . (1 + r)x′‖hn − hn−1‖L∞U L∞r + rx′‖hn − hn−1‖L∞U L∞r

+
1 + 3r2

r

[
(x′)3‖hn − hn−1‖L∞U L∞r

r2 log2χ(δ)(e+ r)

(1 + r)4−2δ+
+ x′‖hn − hn−1‖L∞U L∞r

r logχ(δ)(e+ r)

(1 + r)2−δ+

]
. x′‖hn − hn−1‖L∞U L∞r (1 + r) logχ(δ)(e+ r).

Now we are ready to estimate the integrals I1, I2, I3 and I4. We start with I1 as

I1 . (x′)2‖hn − hn−1‖L∞U L∞r

∫ u1

0

1

(1 + rn)1−δ e
∫ u1
u

2Gndsdu . x′‖hn − hn−1‖L∞U L∞r
1 + u1

(1 + r1)2−δ .

Next we look at I2 obtaining

I2 . x
′x′′‖hn − hn−1‖L∞U L∞r

∫ u1

0

1

(1 + rn)1−δ e
∫ u1
u

2Gndsdu . x′x′′‖hn − hn−1‖L∞U L∞r
1 + u1

(1 + r1)2−δ

and then we estimate I4 as

I4 . (x′)2‖hn − hn−1‖L∞U L∞r

∫ u1

0

log2χ(δ)(e+ rn)

(1 + rn)1−δ+ e
∫ u1
u

2Gndsdu

. x′‖hn − hn−1‖L∞U L∞r
log2χ(δ)(e+ r1)

(1 + r1)2−δ+ .

Finally, we estimate I3. Using the same notation as in Proposition 3.1, we have

I3 =

∫
Ω≤1

|Jn|
rn
|(hn − h̄n)− (hn−1 − h̄n−1)|e

∫ u1
u

2Gndsdu+

∫
Ω>1

|Jn|
rn
|(hn − h̄n)− (hn−1 − h̄n−1)|e

∫ u1
u

2Gndsdu

. ‖hn − hn−1‖L∞U L∞r

∫
Ω≤1

(
1 + rn
1 + r1

)4−η

du

+ (x′)2‖hn − hn−1‖L∞U L∞r

∫
Ω>1

[log(e+ rn)]2χ(δ)+1−H(δ)

rn(1 + rn)1−2δ+
e
∫ u1
u

2Gndsdu

. ‖hn − hn−1‖L∞U L∞r
u1

(1 + r1)4−η + (x′)2‖hn − hn−1‖L∞U L∞r
[log(e+ r1)]2χ(δ)+1−H(δ)

(1 + r1)3−2δ+

. ‖hn − hn−1‖L∞U L∞r
U

(1 + r1)4−η + x′‖hn − hn−1‖L∞U L∞r
[log(e+ r1)]2χ(δ)+1−H(δ)

(1 + r1)3−2δ+
.

Putting these estimates together we obtain

|wn+1 − wn|(u1, r1) . x′‖hn − hn−1‖L∞U L∞r
1 + u1

(1 + r1)2−δ + x′x′′‖hn − hn−1‖L∞U L∞r
1 + u1

(1 + r1)2−δ

+ ‖hn − hn−1‖L∞U L∞r
U

(1 + r1)4−η + x′‖hn − hn−1‖L∞U L∞r
[log(e+ r1)]2χ(δ)+1−H(δ)

(1 + r1)3−2δ+

+ x′‖hn − hn−1‖L∞U L∞r
log2χ(δ)(e+ r1)

(1 + r1)2−δ+

.

(
U

(1 + r1)4−η +
[log(e+ r1)]2χ(δ)+1−H(δ)

(1 + r1)2−δ+ (1 + x′′)x′
)
‖hn − hn−1‖L∞U L∞r .
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Thus,

|hn+1 − hn|(u, r) ≤
∫ r

0

|wn+1 − wn|(u, s)ds

. ‖hn − hn−1‖L∞U L∞r

∫ r

0

[
U

(1 + s)4−η +
[log(e+ s)]2χ(δ)+1−H(δ)

(1 + s)2−δ+ (1 + x′′)x′
]
ds

. (U + (1 + x′′)x′)‖hn − hn−1‖L∞U L∞r .

Hence, we see that if ‖h′0‖L∞U L∞,2r
and U are small enough we can get the implicit constant smaller that 1,

thereby showing that the sequence (hn)n contracts in L∞U L
∞
r .
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